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RATIONALE: Concussive brain trauma increase the risk for acquired epilepsy and memory dysfunction. In 
earlier studies, we identified that semilunar granule cells (SGCs), glutamatergic neurons in the inner 
molecular layer with axonal projections to CA3 (Williams et al., 2007), show enhanced excitability after 
brain injury. SGCs receive significantly greater inhibitory inputs than granule cells and demonstrate a post-
traumatic decrease in the frequency of inhibitory synaptic inputs rather than an increase observed in granule 
cells (Gupta et al., 2012). Here, we examined whether differences in dendritic morphology contribute to the 
divergent intrinsic pattern and post-traumatic plasticity of synaptic inputs between the two cell types.    
 
METHODS: in young adult rats was used to model brain injury. Whole-cell recordings from dentate 
neurons were obtained from acute hippocampal slices prepared 1 week after lateral fluid percussion injury 
(FPI) or sham-injury in young adult rats. Recorded neurons were filled with biocytin and processed for post-
hoc cell identification. Neuronal reconstructions and morphometric analysis were performed on 
Neurolucida. Simulations were performed using NEURON. 
 
RESULTS: In contrast to the differential post-injury changes in synaptic inhibition, both granule cells and 
SGCs showed an increase in the frequency spontaneous EPSCs one week after FPI. the frequency of 
sEPSCs in SGCs from sham-injured rats was significantly greater than in granule cells (sEPSC in Hz, GC 
median=1.65, IQR =0.88-3.68, n=3; SGC median=2.99, IQR=1.4-7.3, n=7). Molecular layer interneurons 
showed fewer spontaneous inhibitory inputs and a post-FPI increase in sIPSC frequency, indicating that 
location may not account for the differences in synaptic inputs between SGCs and granule cells. 
Morphometric analysis revealed a greater dendritic contraction angle in SGCs (in degrees, GC=59.1 ± 6.8, 
n=4; SGC=119.7 ±8.1, n=6, p<0.05, t-test). However, the total dendritic length was not different between 
the two cell types (in µm, GC=3206.9±377.4, n=5; SGC=2583.2±249.6, n=5). SGCs had more numerous 
first and second order branches and greater dendritic length in these low order, proximal branches than 
granule cells (dendritic length of first order branches in µm, GC=32.2±15.4, n=5; SGC=396.2±148.9, n=5; 
p<0.05, t-test). However, granule cells had greater dendritic length than SGCs at locations distal to the 
somata. Detailed morphological simulations of granule cells and SGCs incorporating identical active and 
passive properties suggest that the difference in morphology cannot fully explain the distinctive intrinsic 
physiology of SGCs. 
 
CONCLUSIONS: These data reveal unique dendritic morphological characteristics of granule cells and 
SGCs that could contribute to the differences in their synaptic inputs and post-traumatic plasticity. However, 
our simulation studies indicate that, apart from the distinctive morphology, dissimilar channel distribution is 
likely to underlie differences in active properties between the two cell types.   
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Abstract: Closed head injury results in an early increase in excitability of the dentate gyrus one

week after trauma. Alterations in both excitatory and inhibitory networks contribute
to early post-injury dentate hyperexcitability. Since loss of hilar neurons is a typical

feature of brain injury, studies have focused on granule cells and hilar neurons to

determine if post-traumatic changes in intrinsic and synaptic physiology underlie the

changes network excitability. Recently, we reported that semilunar granule cells
(SGCs), a class of excitatory neurons in the molecular layer, demonstrate post-

traumatic increase in intrinsic excitability not observed in other dentate glutamatergic
neurons. We showed that granule cells and SGCs show marked differences in the

effect of injury on synaptic and tonic inhibition. Since SGCs and molecular layer

interneurons (MLI) contribute to feed-back and feed-forward inhibition in the

dentate, we examined SGCs show post-traumatic changes in glutamatergic synaptic

inputs and investigated whether early post-injury decreases synaptic inhibitory inputs

is unique to SGCs or is common to other neurons in the molecular layer.

Whole-cell patch clamp recordings were obtained from SGCs and dentate MLI in

hippocampal slices from juvenile male rats one week after lateral fluid percussion
injury (FPI) and sham-injured controls (Gupta et al., 2012). Morphological

reconstruction of biocytin-labeled neurons and intrinsic physiological characteristics

were used to distinguish MLI from SGCs. Interneurons with somata in the molecular

layer were classified as MLI and included morphologically identified MOPP, axo-

axonic, and neurogliaform cells. We found that the frequency of excitatory
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postsynaptic currents (sEPSCs) in SGCs was enhanced one week after FPI.

Recordings in slices from control rats revealed that, compared to SGCs and granule

cells, the frequency spontaneous inhibitory postsynaptic currents (sIPSCs) in MLI

was significantly lower. There was a post-traumatic increase in sIPSC frequency in

MLI, which parallels the early increase in granule cell sIPSC frequency, but contrasts

with the decrease in sIPSC frequency in SGCs one week after FPI. Curiously,
sIPSC frequency in MLI and SGCs was not different one week after FPI.

The early post-traumatic increase in SGC synaptic excitatory inputs observed here,

could actively recruit hyperexcitable SGCs during network activity and contribute to

post-traumatic dentate hyperexcitability. The distinctive early decrease in SGC

synaptic inhibition after FPI suggests that interneuronal populations that innervate

SGCs may be different from those synapsing with granule cells and MLI.
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Abbreviations: 

FPI: Fluid percussion injury 

NMDA: N-methyl-D-aspartate 

NMDAR: NMDA receptor 

TBI: Traumatic brain injury 

TLR: Toll-like receptor 

LPS-RS: Lipopolysaccharide from the photosynthetic bacterium Rhodobacter sphaeroides  
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Abstract (276/300 words) 

Brain injury is a leading cause for development of temporal lobe epilepsy in young adults. Brain injury 

leads to cellular and synaptic changes in the hippocampus, including neuronal loss in the dentate hilus, 

microglial activation, and increased network excitability. Given the cellular damage during brain injury 

innate immune receptors such as toll-like receptors (TLRs) are likely to be activated by endogenous 

molecules released during cellular injury. Certain TLR subtypes, including TLR4 are expressed in 

neurons and have been implicated in regulation of neuronal survival and excitability. TLR4 expression 

and signaling is altered during sterile inflammation accompanying ischemia and epilepsy. Therefore, we 

examined the expression and functional role for TLR4 following concussive brain injury. Western blot 

analysis revealed an increase in the expression of TLR4 in the hippocampus of young adult rats within 4 

hours after lateral fluid percussion injury (FPI).  Expression of TLR4 in the injured hippocampus reached 

a maximum 24 hours after FPI but was not sustained 7 days after injury. Immunostaining studies 

identified that the post-injury increase in TLR4 expression is primarily neuronal with limited expression 

in astrocytes and microglia. In electrophysiological studies conducted 3 days and 1 week after FPI, LPS-

RS, a specific antagonist of TLR4 receptors, selectively decreased afferent-evoked excitability in the 

dentate gyrus of head-injured but not in sham-operated controls. The ability of LPS-RS to selectively 

reduce excitability of the injured dentate gyrus persisted in the presence of NMDA receptor antagonists. 

These findings demonstrate that TLR4 signaling contributes to early enhancement of dentate excitability 

after brain injury through NMDAR-independent mechanisms and pave the way for determining how 

innate immune receptor signaling contributes to alterations in hippocampal function following closed 

head injury.  
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Introduction 

Post-traumatic epilepsy as a result of civilian and combat-related brain injuries is a growing 

health issue due to long-term increases in the risk for epilepsy following even mild to moderate 

brain injury. In addition to neuronal damage, brain trauma results in release injury products from 

disrupted cells and extracellular matrix which can activate Toll-Like Receptors (TLRs), a class 

of innate immune pattern-recognition receptors. Certain TLR subtypes, namely TLR2, 4 and 8, 

are expressed in neurons and regulate neurite outgrowth, axonal reorganization, neurogenesis 

and cell death. Despite recent data implicating TLR signaling in hippocampal excitability in 

epilepsy (Maroso et al., 2010), whether brain injury alters the expression of TLRs in specific 

neuronal and glial cell-types and whether TLR signaling alters neuronal intrinsic and synaptic 

physiology is not known. 

The immune system consists of both innate (cellular) and adaptive (humoral) components which 

are involved in responses to infection and autoimmune activation in the central nervous system. 

Toll-like receptors (TLRs) drive innate responses and recognize a few highly conserved 

structures called pathogen-associated molecular patterns (PAMPs) which are expressed by large 

groups of microorganisms. TLRs are highly conserved transmembrane receptors with a 

toll/interleukin-1 receptor homology domain. A major pathway for TLR signaling involves the 

myeloid differentiation primary response gene (MyD88) adapter molecule and a cascade that 

results in activation of the transcription factor nuclear factor-kappa B (NFkB) and gene induction 

(Owens et al., 2005). However, recent studies suggest that TLR4 signaling may also occur 

through MyD88-independent, pathways that involve TIR-domain-containing adapter-inducing 

interferon-β (TRIF) to activate Interferon regulatory factor 3 (IRF3) and produce interferon-β 

(Okun et al., 2011; Liu et al., 2012). Several TLRs are also expressed outside the immune system 
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including the CNS.   Microglia, the resident innate immune cells are the principle cell type 

expressing TLRs in the brain (Kielian, 2006). Notably, certain TLR subtypes can be activated by 

several endogenous molecules including fibrinogen, fibronectin, heparin sulfate and mRNA 

(Kielian, 2006), the damage-associated molecular patterns (DAMPs) or alarmins that are likely 

released during cellular injury processes. Consistent with these observations, TLRs in the CNS 

are activated in autoimmune disorders, neuropathic pain, hypoxia, epilepsy and 

neurodegeneration (Owens et al., 2005; Tanga et al., 2005; Kielian, 2006), suggesting that 

specific classes of TLRs are likely to be activated after TBI. 

 

There is increasing evidence for neuronal expression of TLRs (Ma et al., 2006; Tang et al., 2007 

). In adults, TLRs are expressed in neural progenitor cells in the subventricular zone and dentate 

gyrus and in cortical neurons (Rolls et al., 2007; Tang et al., 2007). It is intriguing that specific 

TLR subtypes are expressed in distinctive neuronal populations and even in specific subcellular 

locations (Kielian, 2006). Of particular interest is TLR4, which is expressed in central and 

peripheral neurons and in neural progenitor cells.  TLR4 is present in several neuronal types 

including trigeminal sensory neurons, dorsal root ganglion neurons, and neuroblastoma cells 

(Wadachi and Hargreaves, 2006) and has been shown to induce apoptotic cell death and regulate 

neuronal differentiation (Rolls et al., 2007). It is unclear whether the same intracellular 

mechanisms that mediate immune and glial TLR4 signaling are responsible for neuronal TLR4 

signaling (Liu et al., 2012). There is growing evidence that TLR4 modifies neuronal excitability 

(Maroso et al., 2010; Diogenes et al., 2011; Pascual et al., 2012). Recent studies have shown that 

TLR4-mediated increase in interleukin-1b leads to NMDAR phosphorylation and increase in 

neuronal calcium influx (Viviani et al., 2003; Balosso et al., 2008; Rodgers et al., 2009). 
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However, whether neuronal or glial TLR4 signaling contributes to TLR4-dependent increase in 

neuronal NMDA currents is not clear. TLR4 activation transiently enhances the frequency of 

EPSCs through a mechanism that involves metabotropic glutamate receptor activation and glial 

purinergic receptors (Pascual et al., 2012). Direct activation of TLR4 on trigeminal neurons has 

been shown to increase intracellular calcium influx through TRPV1 channels. These findings 

suggest that mechanisms of TLR4 signaling may have cellular, temporal and regional differences 

that remain to be elucidated.    

TLR4, a member of the TLR family, is integral to mounting innate immune responses to 

microbes. Activation of TLR4 triggers signaling pathways which ultimately result in changes in 

gene expression and production of pro-inflammatory cytokines (Hallenbeck, 2002; Lambertsen 

et al., 2004). Recent studies have demonstrated the activation of TLR4 signaling in the 

hippocampus during ischemic reperfusion injury (Gao et al., 2009) and shown that mutations in 

TLR4 reduce edema and improve neurological outcome following ischemic reperfusion (Hua et 

al., 2007). TLR4 also been implicated in various neurological disorders including multiple 

sclerosis, stroke, amyotropic lateral sclerosis, Alzheimer’s disease and Parkinson’s disease 

(Okun et al., 2011). Notably, a recent study has identified both acute and chronic increases in the 

expression of TLR4 and its endogenous ligand HMGB1 in human and animal hippocampal 

tissue in chronic epilepsy and showed that TLR4 contributes to the pathological increase in 

hippocampal excitability in epilepsy (Rodgers et al., 2009; Maroso et al., 2010). TLR4 has also 

been implicated in phosphorylation of microtubule-associated protein tau, a pathological 

hallmark common to neurodegenerative disorders and chronic traumatic encephalopathy 

(Bhaskar et al., 2010). Taken together, the role of TLR4 in neuronal excitability, its involvement 

in epilepsy and potential role in long-term neurodegenerative pathology suggests that activation 
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TLR4 following brain trauma could contribute to the early post-traumatic increase in 

hippocampal excitability and prolonged neuro-cognitive disorders. 
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Experimental Procedures 

All procedures were performed under protocols approved by the Institutional Animal Care and 

Use Committee of the University of Medicine and Dentistry of New Jersey, Newark, New 

Jersey.  

Fluid percussion injury: Juvenile male Wisar rats (25-27 days old) were subject to the 

moderate (2-2.2 atm) lateral fluid percussion injury (FPI) or sham-injury using standard methods 

(Toth et al., 1997; Santhakumar et al., 2000; Santhakumar et al., 2003; Gupta et al., 2012). 

Briefly, the rats were placed in a stereotaxic frame under ketamine-xylazine anesthesia. A 3mm 

hole was drilled on the left side of the skull 3 mm antero-posterior and 3.5 mm lateral to the 

saggital suture keeping the dura intact. Two steel screws were screwed in to the skull and glued 

to support the cap. A Luer-Lok syringe hub was glued to the skull over the exposed dura and 

bonded to the skull with cyanoacrylate adhesive. One day later, animals were anesthetized with 

isoflurane and attached to a FPI device (Virginia Commonwealth University, VA). A pendulum 

was dropped to deliver a brief (20 ms) impact on the intact dura. For sham injury, the animals 

were anesthetized and attached to the fluid percussion device, but the pendulum was not 

dropped. 

Protein Isolation and Western Blotting: Western blots of hippocampal tissue was performed as 

described previously (Tobon et al., 2012). Briefly, mice lacking the expression of TLR4 (tlr4-/-, 

JAX labs), and rats at various time points after FPI or sham-injury (4 hours, 24 hours, 3 days, 7 

days and 1 month) were quickly perfused with cold ACSF (4°C) under isoflurane anesthesia, 

fresh hippocampal tissue was isolated under a dissecting microscope and stored at -80°C until 

use. Tissue were homogenized with CelLytic MT cell lysis reagent supplemented with 

phenylmethylsulfonyl fluoride 1mM, Na fluoride 10 mM, Na Orthovanadate 1 mM, Phosphatase 
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inhibitor 10 ul/ml, Protease inhibitor 10 ul/ml (Sigma). Samples were cooled on ice for 10 min 

and centrifuged (15,000 x g) for 20 min at 4°C.  The supernatant was transferred to a new tube. 

Protein concentration of the sample lysates was measured using BCA assay (Santa Cruz). Equal 

amounts of protein samples were diluted at a ratio of 1:1 in Laemmli sample buffer (Sigma) and 

separated on pre-cast gel (4-12% Tris-glycine, Bio-Rad). Protein was electro-transferred onto 

nitrocellulose membrane (Thermo Scientific) in a Tris-Glycine-Methanol buffer. The membrane 

was blocked for 1 h in 5% nonfat dry milk in 0.05% Tween-20 Tris-buffer solution (TBS) at 

room temperature (RT) on a slow shaker. The membrane was washed in TBS, incubated with 

primary antibody (TLR4: 1:500 in 5% BSA 0.05% Tween-20 TBS or β-actin: 1:5000 in 2.5% 

nonfat milk 0.05% Tween-20 TBS) overnight at 4 °C. TLR4 antibodies were obtained from Cell 

Signaling (Cat. 2219) and Santa Cruz (Cat. H-80) and β-actin from Sigma-Aldrich (Cat. A1978). 

This was followed by TBS wash and incubation in secondary antibody (HRP-conjugated goat 

anti-rabbit at 1:10000, Sigma or anti-mouse at 1:5000, Sigma) for 1 h at RT. Immunoreactivity 

was visualized and imaged on FluorChem using a chemiluminescent substrate Westdura 

(Thermo Scientific). Densitometry analyses were performed to quantify signals generated by 

Western blotting using ImageJ software (NIH). The density of each sample is normalized to its 

own density of β–actin. 

Immunohistology:  Immunosatining was performed on hippocampal sections (50 µm) obtained 

from rats and naïve adult tlr4-/- mice perfused with 4% paraformaldehyde in phosphate buffered 

saline (PBS) with Heparin (10 u/ml){Epstin, 1998 # }. Sections from rats were obtained 4hrs, 24 

hrs and 1week after FPI and from age-matched sham-operated controls. Sections were then 

washed in PBS and blocked in 10% normal goat serum in 0.3% triton in PB for one hour. For 

TLR 4 staining, sections were incubated overnight in anti-TLR 4 antibody (1:500, SH-80 Rabbit 
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monoclonal; Santa Cruz) in 0.3% Triton and 2% normal goat serum in PBS at RT. Double 

staining for TLR4 and markers for neurons (NeuN), reactive astrocytes (GFAP) or microglia 

(IBA1) and TLR 4 was performed by sequentially incubating sections in anti-TLR 4 primary 

antibody for one hour followed by addition of anti-NeuN (1:1000, Mouse monoclonal antibody 

MAB377, Millipore) or anti-GFAP (1:500, Mouse monoclonal antibody MAB360, Millipore) or 

anti-IBA1 (1:300, mouse monoclonal antibody MABN92, Millipore) primary anitbodies and 

overnight incubation at RT. Sections were washed in PBS and immunostained with fluorescent 

secondary antibodies: goat anti-rabbit Alexa 594 (A11037, 1:500; Invitrogen) to reveal TLR4 

and goat anti-mouse Alexa-488(A11029, 1:800; Invitrogen) to reveal NeuN, GFAP or IBA1. 

Sections were mounted on slides using Vectashield (Vector labs). Specificity of the anti-TLR4 

antibody was confirmed by the lack of immunostaing in sections from tlr4-/- mice. 

Sections were imaged using Olympus BX51 microscope. Quantification was performed in the 

dentate hilus of every 11th section along the septo-temporal extent of the hippocampus. Cell 

counts were performed using the optical fractionator of Stereo Investigator V.10.02 (MBF 

Bioscience, Williston, VT) on an Olympus BX51 microscope with a 100X objective. In each 

section, the hilus was outlined by a contour traced using a 10X objective. Sampling parameters 

were set at 100X: counting frame=50 µm by 50 µm, dissector height =30 µm, and top guard 

zone=5 µm. Approximately 25 sites per contour were selected using randomized systematic 

sampling protocols in Stereo Investigator (West et al., 1991; Gupta et al., 2012; Yu et al., 2013). 

In each section, an observer marked the outline of TLR4 positive somata in the hilus under 

epifluorescence illumination and a 100X oil objective and switched filters to visually examine 

the expression of NeuN subunit in the TLR4 labeled soma. Neurons were deemed co-labeled if 

the staining for NeuN shared the outline of the TLR4 soma had a greater intensity than the hilar 



Li et al., Page 11 of 32 
 

neuropil. For quantification of intensity of TLR4 staining, confocal images of the dentate gyrus 

were obtained using a Nikon A1R laser confocal microscope with a Nikon A1R laser confocal 

microscope with a 0.75 NA 20X air objective with identical camera setting and converted to 

RGB color mode. Two regions of interest (ROI) of identical dimensions were drawn in both the 

hilus and the dentate molecular layer using NIS Elements (Nikon Instruments). The average gray 

scale intensity of TLR4 staining for each ROI was determined using standard routines in NIS 

Elements (Yu et al., 2013). Image analyses were performed by an investigator blind to the 

treatment. 

Electrophysiology: Three and seven days after FPI or sham-injury, rats were anesthetized with 

isoflurane and decapitated. Horizontal brain slices (400 µm) were prepared in ice-cold sucrose 

artificial CSF (sucrose-aCSF) containing (in µM) 85 NaCl, 75 sucrose, 24 NaHCO3, 25 glucose, 

4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2 using a Leica VT1200S Vibratome (Wetzlar, 

Germany). The slices were sagittally bisected and the slices from the left hemisphere (ipsilateral 

to the side of injury) were incubated at 32 ± 1°C for 30 minutes in a submerged holding chamber 

containing an equal volume of sucrose-aCSF and recording aCSF and subsequently held at RT. 

The recording aCSF contained (in mM) 126 NaCl, 2.5 KCl, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, 

26 NaHCO3 and 10 D-glucose. All solutions were saturated with 95% O2
 and 5% CO2 and 

maintained at a pH of 7.4 for 1–6 h. Slices were pretreated with either the TLR4 antagonist, LPS-

RS (50 ng/ml) or vehicle (recording aCSF) for 2 hours before being transfer to an interface field 

recording (BSC2, Automate Scientific, Berkeley, CA) perfused with aCSF.  Brain slices rested 

on a filter paper and were stabilized with platinum wire weights. The tissue was continuously 

superfused with humidified 95% O2-5% CO2 and the temperature of the perfusing solution was 

maintained at 34°C using a proportional control heating unit (PTC03, Automate Scientific). Field 
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recordings of evoked population spikes in the granule cell layer of the dentate gyrus were 

obtained using patch pipettes filled with recording aCSF. To evoke the field responses, constant 

current stimuli (0.5 - 4mA, 50 µs) were applied at 0.1 Hz through a bipolar 90 µm tungsten 

stimulating electrode placed in the perforant path, at the junction of the dorsal blade and the crest 

just outside the fissure where it was visualized as a fiber tract (Santhakumar et al., 2001; Gupta 

et al., 2012), and coupled to a high voltage stimulus isolator (A365R, WPI, Sarasota, FL). 

Recordings were obtained using an AxoPatch200B amplifier, filtered at 4 kHz using a Bessel 

filter, and digitized at 10 kHz with a DigiData 1440A analog–digital interface (Molecular 

Devices, Sunnyvale, CA). The field responses in the granule cell layer were measured at five 

predetermined points in each slice (Santhakumar et al., 2000; Yu et al., 2013), including the tips 

of the dorsal and the ventral blades, the middle of the dorsal and ventral blades and the middle of 

the crest, and the largest response was studied further. All salts were purchased from Sigma-

Aldrich (St. Louis, MO). 

Staistical analysis: Statistical analysis were performed using either IBM SPSS.20 or SigmaPlot 

8.02 Quantitative data for western blot analysis (8 groups) were not normally distributed. Thus 

western blot data were compared using non-parametic tests (Kruskal-Wallis and Mann-Whitney 

U tests).  One way ANOVA was used for analysis of cell counts and semi-quantitative analysis 

of TLR4 staining intensity. All independent samples were tested for normality and homogeneity 

of variance (Levene’s test) in SPSS Levene’s test using descriptive statistic. Post-hoc Tukey’s 

test was used to assess statistical significance of between-group differences. Data from 

physiological experiments were compared using paired and unpaired Student's t-test or two-way 

repeated measures ANOVA as appropriate. Significance was set to p < 0.05. Data are shown as 

mean ± s.e.m. 
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Results 

Early and transient increase in TLR 4 expression after FPI  

Fluid percussion brain injury leads to immediate mechanical injury to neurons in the 

hippocampal dentate gyrus {Toth, 1997 #17} and dentate hilar cell death within hours of injury 

{Gupta, 2012 #4061}. Since neuronal injury and death likely to release substances known to 

activate the innate immune responses mediated by TLR4, we examined the time course of 

changes in TLR4 expression after FPI. Western blot assay was used to examine and quantify 

TLR4 protein levels in hippocampal tissue from FPI, Sham-injury rats at various time points 

after injury. First, we tested the specificity of TLR4 antibodies from Cell Signaling and Santa 

Cruz used in earlier studies (REF). As illustrated in Figure 1A, the TLR4 antibody from Cell 

Signaling (Cat 2219) labeled a single band at 95 kD, the molecular weight of TLR4, in 

hippocampal samples from both sham-operated control and FPI rats. In addition to the 95 kD 

band, the Cell Signaling antibody labeled a few bands with higher molecular weight which likely 

reflect glycosylation products. Antibody specificity was further confirmed by the complete 

absence of labeling in hippocampal tissue from mice lacking the TLR4 gene (Fig. 1, lane labeled 

as TLR4 KO). Similarly, the TLR4 antibody from Santa Cruz (Cat H-80) labeled a specific band 

at 95 kD and high molecular weight bands but failed to show the 95 kD band in mice lacking the 

TLR4 gene confirming antibody specificity (data not shown). Since, the Cell Signaling antibody 

was deemed to be better for Western analysis all subsequent quantitative Western blot analysis 

was conducted using the Cell Signaling (Cat 2219) antibody. Compared to the sparse TLR4 

labeling in age-matched sham-controls, Western blots revealed a significant increase in TLR4 

protein levels as early as 4 hours after FPI (Fig. 1A-B, TLR4 protein levels 4 hours after FPI was 

121 ± 4 % of protein levels in sham group, n=6 rats each in both sham and FPI groups, p<0.05 
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by Kruskal-Wallis test followed by pairwise comparison by Mann-Whitney U tests). TLR4 

expression showed a further increase 24 hours after FPI  reaching 191 ± 15 % of the expression 

levels in age-matched sham controls (Fig. 1A-B, n=6 rats each in both sham and FPI groups, 

p<0.05 Kruskal-Wallis test followed by pairwise comparison by Mann-Whitney U tests). A 

significant elevation in TLR4 expression was maintained 3 days after FPI (Fig. 1 A-B, TLR4 

protein levels 3 days after FPI: 135 ± 7 % of age-matched sham, n=6 rats each in both sham and 

FPI groups, p<0.05 by Kruskal-Wallis test followed by pairwise comparison by Mann-Whitney 

U tests). However, the small increase in TLR4 expression observed 7 days and 1 month after FPI 

failed to reach statistical significance (Fig. 1 A-B, TLR4 protein levels 7 days after FPI: 108± X 

% of the sham, 1 month after FPI: 105± X% of sham, n=6 rats all groups, p>0.05 by Kruskal-

Wallis test followed by pairwise comparison by Mann-Whitney U tests). Remarkably, regardless 

of the time point after sham-injury, hippocampal tissue from sham-operated rats showed no 

difference in the levels of TLR4 expression from those observed in rats 4 hours after sham-injury 

(Fig. 1B, p>0.05 by Kruskal-Wallis test followed by pairwise comparison by Mann-Whitney U 

test) and in age-matched, naïve rats (data not shown) suggesting that the surgery did not lead to 

an increase in TLR4 expression in the absence of brain injury. These data demonstrate that 

concussive brain injury results in an early and transient up-regulation of TLR4 expression in 

hippocampus.  

Since Western blot data identified an early enhancement of hippocampal TLR4 

expression after FPI, we undertook immunostaining experiments to identify the regional 

distribution of post-injury alteration in TLR4 expression in the dentate gyrus. Consistent with 

data from Western blots, we found an increase in the expression of TLR4 in the dentate gyrus of 

rats sacrificed 4 hours (not shown) and 24 hours after brain injury compared to age-matched, 
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sham-operated controls (Fig. 2A-B). The absence of cellular labeling in hippocampal sections 

obtained from TLR4 knockout mice confirmed the specificity of the TLR4 antibody (Santa Cruz 

Cat H-80) for immunostaining studies (Fig.2C).  Regionally, TLR4 expression appeared to be 

enhanced in all dentate layers (Fig. 2A-B). TLR4 labeling showed a prominent cellular pattern of 

expression in the dentate hilus. Additionally, the TLR4 immunostaining in the molecular layer 

and surrounding unstained spaces in the granule cell layer (Fig. 2A-B) suggest that granule cell 

dendrites and possibly, interneuronal axons may express TLR4. Semi-quantitative analysis of 

gray-scale images for fluorescence intensity in the molecular layer and dentate hilus showed that 

the intensity of TLR4 staining was significantly elevated in both the molecular layer and dentate 

hilus 24 hours after FPI (Fig. 2D, 43.01±6.48% increase in molecular layer; intensity in A.U, 

sham: 287.94±6.50 in 10 sections from 3 rats, FPI: 412.33±17.04 in 12 sections from 4 rats; 

32.45±5.63% increase in the hilus; intensity in A.U, sham: 303.13±10.02 in 10 sections from 3 

rats, FPI: 398.78±15.35 in 12 sections from 4 rats, p<0.05 by one way ANOVA followed by 

post-hoc Tukey’s test). Similarly, the intensity of TLR4 labeling in the molecular layer and 

dentate hilus was enhanced 4 hr after FPI (36.96±8.62% increase in molecular layer; intensity in 

A.U, sham: 345.31±14.27 in 10 sections from 3 rats, FPI: 477.87±28.44 in 12 sections from 4 

rats; 48.85±7.38% increase in the hilus; intensity in A.U, sham: 310.55±25.13 in 10 sections 

from 3 rats, FPI: 456.98±21.74 in 12 sections from 4 rats, p<0.05 by one way ANOVA followed 

by post-hoc Tukey’s test). Curiously, although the increase in TLR4 levels in hippocampal tissue 

failed to reach statistical significance (Fig. 1B), the intensity of TLR4 labeling in the dentate 

molecular layer and hilus remained elevated even 1 week after FPI (66.85±9.40% increase in 

molecular layer; intensity in A.U, sham: 309.61±19.50 in 10 sections from 3 rats, FPI: 

513.46±26.53 in 12 sections from 4 rats; 51.34±7.77% increase in the hilus; intensity in A.U, 
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sham: 330.13±21.85 in 10 sections from 3 rats, FPI: 496.27±24.51 in 12 sections from 4 rats, 

p<0.05 by one way ANOVA followed by post-hoc Tukey’s test). It is possible that regional 

differences in the time course of post-injury TLR4 expression contributed to the lack of increase 

in TLR4 protein levels measured in the whole hippocampal tissue during Western analysis.  

However, the immunostaining data demonstrate that the post-traumatic increase in dentate TLR4 

that occurs as early as 4 hours after injury persists up to one week after injury.   

Expression and post-injury increase in TLR4 was predominantly neuronal.  

  Given the cellular expression pattern for TLR4, we undertook double immunolabeling 

studies to determine the cell-type specific expression of TLR4 in the dentate hilus. As illustrated 

in Figure 3, the intensity and cellular labeling of TLR4 was more apparent in sections from the 

injured rat compared to control. Double immunostaining revealed that several TLR4 positive 

neuronal profiles showed co-labeling for NeuN in hilar sections from both sham-operated 

controls and post-FPI rats sacrificed 24 hours after injury. However, not all NeuN positive 

profiles in the hilus were co-labeled withTLR4, suggesting cell-type specific expression of TLR4 

among the diverse neuronal populations in the hilus. Streological quantification of the number of 

TLR4 positive profiles that expressed NeuN revealed a significant difference between sham-

operated and FPI groups (F(5, 15) =24.92, p<0.05 and Ƞ2=0.89 by one-way ANOVA). Pairwise 

comparison revealed that the number of NeuN cells co-labeled for TLR4 was increas:ed 4 and 24 

hours after FPI (Fig. 3C, Estimated number of co-labeled cells in hilus/rat, 4 hours post-FPI: 

sham: 5998.67±532.78 based on 4 sections each from 3 rats, FPI: 15902.50±960.93 based on 3 

sections each from 4 rats; 24 hours post-FPI: sham: 7888.00±412.28 based on 4 sections each 

from 3 rats, FPI: 25835.50±1065.88 based on 4 sections each from 4 rats, p<0.05 by post-hoc 

Tukey’s test). Note that the increase in NeuN positive cells co-labeled for TLR4 occurred in spite 
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of a decrease in NeuN labeled dentate hilar neurons (% decrease in hilar neurons after FPI, 4 

hours post-FPI: 165.10±16.01% of sham based on 4 sections from 3 sham rats and 4 sections 

from 4 post-FPI rats, 24 hours post-FPI: 227.52±13.51 % of sham based on 4 sections from 3 

sham rats and 4 sections from 4 post-FPI rats, p<0.05 t-test). Although there was a trend towards 

an increase in the number of NeuN positive cells co-labeled for TLR4 one week after FPI, the 

difference failed to reach statistical significance (Fig 3C, Estimated number of co-labeled cells in 

hilus/rat, 1 week post-FPI: sham: 8415.33±894.87 based on 4 sections from 3 rats, FPI: 

12068.75±1019.55 based on 4 sections from 4 rats, p>0.05 by post-hoc Tukey’s test).  

Previous studies have reported that TLR4 may be expressed in microglia and reactive 

astrocytes (REF). Since brain injury can recruit microglia and contribute to reactive astrocytosis 

(REF), we examined whether Iba1-positive microglia and GFAP-expressing reactive astrocytes 

express TLR4. Although we found cellular patterns of Iba1 and TLR4 expression in the dentate 

hilus in sections from both sham-controls and rats 24 hours after FPI, the expression patterns 

failed to overlap indicating the absence TLR4 expression in microglia (Fig. 4A-B, based on 

examination of 4 sections each from 3 sham rats and 4 sections each from 4 post-FPI rats). 

Consistent with earlier studies (REF), we found striking increases in GFAP-expressing astrocytes 

in the hilus 24 hours after FPI (Fig. 4C-D). However, there was limited overlap between the 

GFAP and TLR4 in both sham control and FPI rats (Fig. 4C-D, based on examination of 4 

sections each from 3 sham rats and 4 sections each from 4 post-FPI rats). Sections obtained from 

rats 4 hours and 1 week after FPI and age-matched, sham-controls revealed qualitatively similar 

results with negligible co-labeling of TLR4 with either Iba1 or GFAP (data not shown).Taken 

together, our data indicate that the post-traumatic increase in TLR4 expression in the dentate 

gyrus is primarily in neurons. 
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TLR4 antagonist selectively decreases dentate excitability in injured rats  

FPI cause hyperexcitablity of hippocampus {Lowenstein, 1992 #229}{Toth, 1997 

#17}{Santhakumar, 2000 #7;Santhakumar, 2003 #948}{Gupta, 2012 #4061}. To determine if 

TLR4 mediated the hyperexcitability of hippocampus slices  after FPI, field potential recordings 

were performed in the granule cell layer following perforant path stimulation. First, we assessed 

whether if TLR4 itself cause any change of excitability in granule cell of sham injury group. As 

shown in figure 5A &B, there was no detectable change in the amplitude of the granule cell 

population response to 4 mA stimulation intensity before and after the slices were incubated in 

the TLR4 antagonist LPS-RS (50 ug/ml) for 2 hours (Fig 5A, B, E, 0.24 ± 0.08mV vs. 0. 15 ± 

0.05 mV, n=15 from 5 rats, ANOVA, P>0.05), suggesting TLR4 did not involve in excibability 

of granule cell population by stimulation of perforant path. Then the early post-traumatic 

changes in dentate excitability after FPI injury was tested. The amplitude of the granule cell 

population response at  3-5 days after FPI showed substantial increase compared with sham  

group (Fig. 5, at 4mV stimulation, 1.3 ± 0.3 mV FPI vs 0.08 ± 0.06 mV Sham group, n=8 from 3 

rats, ANOVA, p<0.05), which is consistant with our previous result (Gupta et al, 2012). To 

examine if up-regulated TLR4 after FPI mediates injury-induced hyperexcitability in dentate 

gyrus of hippocampus, the hippocampal slices were incubated in either ACSF or ACSF 

containing TLR4 antagonist LPS-RS (50 ng/ml) for 2 hours. The amplitude  of population 

response of hippocampal slices after  FPI and sham injury group was compared before and after 

incubation. The amplitude of population response of hippocampal slices from rats after FPI was 

greatly reduced after incubation in LPS-RS (Fig. 5C,D,E, at 4mA stimulation intensity, 1.3 ± 0.3 

mV before incubation vs 0.4 ± 0.1 mV after incubation in LPS-RS, n=15 from 5 rats, ANOVA, 

p<0.05). However, the amplitude  of population response of slices after FPI was 1.4 ± 0.4 mV at 
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4 mA stimation intensity after incubation in ACSF. There was no significant difference in 

amplitude of population response of slices after FPI before and after incubation in ACSF ( 1.3 ± 

0.3 mV before incubation vs 1.4 ± 0.4 mV after incubation in ACSF at 4 mA stimulation 

intensity, n=15 from 5 rats, ANOVA, P>0.05, data not shown), suggesting that the up-regulated 

TLR4 mediates increased excitability induced by FPI.       

 

TLR4 antagonist decreases dentate excitability in the presence of APV 

To examine if TLR4 mediates increased excitability through NMDA receptor, the slices from 

rats 3-5 days after sham or FPI injury were stimulated in the presence of selective NMDA 

receptor APV (50 uM) during recording. First, there was no significant change of the amplitude 

of pop spike with or withour APV (50 uM) (0.55 ± 0.15 mV without APV vs. 0.51 ±0.13 mV 

with APV at 4 mA stimulation intensity, n=12 from 5 rats, ANOVA, P>0.05, data not shown). 

And APV (50 uM) did not change hyperexcitablity of granule cells from rats after FPI (1.8 ± 0.3 

mV without APV vs 1.7 ± 0.4 mV with APV, n=12 from 5 rats, ANOVA, p>0.05, data now 

shown). With APV in the perfusion solution, 4mA stimulation induced 0.51 ± 0.13 mV of 

population spike in sham slices incubated in ACSF (Fig. 6A,E, n=12 from 5 rats). After 

incubated in LPS-RS for 2 hours, the average amplitude of population spike was 0.45 ± 0.16 mV 

following 4 mA stimulation (Fig. 6B,E,n=12 from 5 rats). There was no significant difference in 

excitability of granule cells of sham rats after incubation in ACSF and ACSF containing LPS-RS 

(Fig. 6E, ANOVA, P>0.05). However, after incubated in LPS-RS (50 ). the amplitude of 

population spike of FPI slices was still significantly reduced (Fig. 6, 1.7 ± 0.4 mV in ACSF vs. 

0.6 ± 0.2 mV in LPS-RS, ANOVA, n= 12 from 5 rats, p<0.05), suggesting TLR4 mediated 

hyperexcitability of granule cells after FPI was independent of NMDA receptors.   
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In our western blot experiment, TLR4 protein expression was significantly increased 3 days after 

FPI injury (Fig.1A,B). The TLR4 expression appeared increased but not significant at 7 days 

after FPI injury. In our previous study (Gupta et al, 2012), the exitablity of granule cells were 

increased 7 days after FPI injury. So we examined whether if TLR4 was involved in the 

hyperexcitability of granule cells 7 days after FPI injury. The amplitude of population spike after 

LPS-RS incubation was 51 ± 19 % of the amplitude of population spike after ACSF incubation 

(Fig. 6F, n=6 from 3 rats, ANOVA, P<0.05). In the FPI group 3 days after injury, the amplitude 

of population spike after LPS-RS incubation was  31±15% of the amplitude of population spike 

after ACSF incubation (Fig. 6F, n=6 from 3 rats, ANOVA, P<0.05). There was no significant 

difference of population spike amplitude between 3 days after FPI group and 7 days after FPI 

group (Fig. 6F, n=6 from 3 rats, ANOVA, P>0.05). The sham groups also showed no significant 

difference of amplitude of population spikes between 3 days after sham group and 7 days after 

sham group (Fig. 6F, n=6 from 3 rats, ANOVA, P>0.05). At 3 days after sham injury, the 

amplitude of population spikes after LPS-RS was 88 ± 17 % of the amplitude of population spike 

after ACSF. At 7 days after sham injury, the amplitude of population spikes after LPS-RS was 92 

± 18 % of the amplitude of population spike after ACSF.   

 

 

 

 

 

  



Li et al., Page 21 of 32 
 

Discussion 

UNDER CONSTRUCTION 

 

 

 

 

 

  



Li et al., Page 22 of 32 
 

References 

Balosso S, Maroso M, Sanchez-Alavez M, Ravizza T, Frasca A, Bartfai T, Vezzani A (2008) A 
novel non-transcriptional pathway mediates the proconvulsive effects of interleukin-
1beta. Brain : a journal of neurology 131:3256-3265. 

Bhaskar K, Konerth M, Kokiko-Cochran ON, Cardona A, Ransohoff RM, Lamb BT (2010) 
Regulation of tau pathology by the microglial fractalkine receptor. Neuron 68:19-31. 

Diogenes A, Ferraz CC, Akopian AN, Henry MA, Hargreaves KM (2011) LPS sensitizes 
TRPV1 via activation of TLR4 in trigeminal sensory neurons. J Dent Res 90:759-764. 

Gao Y, Fang X, Sun H, Wang Y, Yao LJ, Li JP, Tong Y, Zhang B, Liu Y (2009) Toll-like 
receptor 4-mediated myeloid differentiation factor 88-dependent signaling pathway is 
activated by cerebral ischemia-reperfusion in hippocampal CA1 region in mice. 
BiolPharmBull 32:1665-1671. 

Gupta A, Elgammal FS, Proddutur A, Shah S, Santhakumar V (2012) Decrease in Tonic 
Inhibition Contributes to Increase in Dentate Semilunar Granule Cell. Journal of 
Neuroscience 32:2523-2537. 

Hallenbeck JM (2002) The many faces of tumor necrosis factor in stroke. NatMed 8:1363-1368. 
Hua F, Ma J, Ha T, Xia Y, Kelley J, Williams DL, Kao RL, Browder IW, Schweitzer JB, 

Kalbfleisch JH, Li C (2007) Activation of Toll-like receptor 4 signaling contributes to 
hippocampal neuronal death following global cerebral ischemia/reperfusion. 
JNeuroimmunol 190:101-111. 

Kielian T (2006) Toll-like receptors in central nervous system glial inflammation and 
homeostasis. JNeurosciRes 83:711-730. 

Lambertsen KL, Gregersen R, Meldgaard M, Clausen BH, Heibol EK, Ladeby R, Knudsen J, 
Frandsen A, Owens T, Finsen B (2004) A role for interferon-gamma in focal cerebral 
ischemia in mice. JNeuropatholExpNeurol 63:942-955. 

Liu T, Gao YJ, Ji RR (2012) Emerging role of Toll-like receptors in the control of pain and itch. 
Neurosci Bull 28:131-144. 

Ma Y, Li J, Chiu I, Wang Y, Sloane JA, Lu J, Kosaras B, Sidman RL, Volpe JJ, Vartanian T 
(2006) Toll-like receptor 8 functions as a negative regulator of neurite outgrowth and 
inducer of neuronal apoptosis. JCell Biol 175:209-215. 

Maroso M, Balosso S, Ravizza T, Liu J, Aronica E, Iyer AM, Rossetti C, Molteni M, 
Casalgrandi M, Manfredi AA, Bianchi ME, Vezzani A (2010) Toll-like receptor 4 and 
high-mobility group box-1 are involved in ictogenesis and can be targeted to reduce 
seizures. NatMed 16:413-419. 

Okun E, Griffioen KJ, Mattson MP (2011) Toll-like receptor signaling in neural plasticity and 
disease. Trends in neurosciences 34:269-281. 

Owens T, Babcock AA, Millward JM, Toft-Hansen H (2005) Cytokine and chemokine inter-
regulation in the inflamed or injured CNS. Brain ResBrain ResRev 48:178-184. 

Pascual O, Ben Achour S, Rostaing P, Triller A, Bessis A (2012) Microglia activation triggers 
astrocyte-mediated modulation of excitatory neurotransmission. Proceedings of the 
National Academy of Sciences of the United States of America 109:E197-205. 

Rodgers KM, Hutchinson MR, Northcutt A, Maier SF, Watkins LR, Barth DS (2009) The 
cortical innate immune response increases local neuronal excitability leading to seizures. 
Brain 132:2478-2486. 



Li et al., Page 23 of 32 
 

Rolls A, Shechter R, London A, Ziv Y, Ronen A, Levy R, Schwartz M (2007) Toll-like receptors 
modulate adult hippocampal neurogenesis. NatCell Biol 9:1081-1088. 

Santhakumar V, Voipio J, Kaila K, Soltesz I (2003) Post-traumatic hyperexcitability is not 
caused by impaired buffering of extracellular potassium. J Neurosci 23:5865-5876. 

Santhakumar V, Ratzliff AD, Jeng J, Toth K, Soltesz I (2001) Long-term hyperexcitability in the 
hippocampus after experimental head trauma. AnnNeurol 50:708-717. 

Santhakumar V, Bender R, Frotscher M, Ross ST, Hollrigel GS, Toth Z, Soltesz I (2000) 
Granule cell hyperexcitability in the early post-traumatic rat dentate gyrus: the 'irritable 
mossy cell' hypothesis. J Physiol 524 Pt 1:117-134. 

Tang SC, Arumugam TV, Xu X, Cheng A, Mughal MR, Jo DG, Lathia JD, Siler DA, 
Chigurupati S, Ouyang X, Magnus T, Camandola S, Mattson MP (2007) Pivotal role for 
neuronal Toll-like receptors in ischemic brain injury and functional deficits. 
ProcNatlAcadSciUSA 104:13798-13803. 

Tanga FY, Nutile-McMenemy N, DeLeo JA (2005) The CNS role of Toll-like receptor 4 in 
innate neuroimmunity and painful neuropathy. ProcNatlAcadSciUSA 102:5856-5861. 

Tobon KE, Chang D, Kuzhikandathil EV (2012) MicroRNA 142-3p mediates post-
transcriptional regulation of D1 dopamine receptor expression. PLoS One 7:e49288. 

Toth Z, Hollrigel GS, Gorcs T, Soltesz I (1997) Instantaneous perturbation of dentate 
interneuronal networks by a pressure wave-transient delivered to the neocortex. J 
Neurosci 17:8106-8117. 

Viviani B, Bartesaghi S, Gardoni F, Vezzani A, Behrens MM, Bartfai T, Binaglia M, Corsini E, 
Di LM, Galli CL, Marinovich M (2003) Interleukin-1beta enhances NMDA receptor-
mediated intracellular calcium increase through activation of the Src family of kinases. 
JNeurosci 23:8692-8700. 

Wadachi R, Hargreaves KM (2006) Trigeminal nociceptors express TLR-4 and CD14: a 
mechanism for pain due to infection. JDentRes 85:49-53. 

West MJ, Slomianka L, Gundersen HJG (1991) Unbiased Stereological Estimation of the Total 
Number of Neurons in the Subdivisions of the Rat Hippocampus Using the Optical 
Fractionator. Anatomical Record 231:482-497. 

Yu J, Proddutur A, Elgammal FS, Ito T, Santhakumar V (2013) Status epilepticus enhances tonic 
GABA currents and depolarizes GABA reversal potential in dentate fast-spiking basket 
cells. J Neurophysiol. 

 

 

 

 

 

  



Li et al., Page 24 of 32 
 

Figure Legends 

 Fig. 1. Early increase in hippocampal TLR4 after FPI. A. Western blots of hippocampal 

tissue labeled with the Cell signaling (Cat # 2219) antibody against TLR4 show a single specific 

band at 95 KD (above). Note increase in intensity at various time points after FPI and absence of 

the band in TLR4 knockout. Beta-actin control for protein levels is shown below. B. Summary 

data shows TLR4 protein levels (normalized to β-actin levels in the samples). Data are presented 

as percent of TLR4 levels in controls 4 days after sham injury. Summary data demonstrate the 

TLR 4 levels at various time points. Error bars indicate s.e.m. * indicate p<0.05 by Kriskal 

Wallis and Mann Whitney U tests. 

Figure 2. Post-traumatic increases in TLR4 expression in dentate gyrus. A-C. Gray scale 

images show fluorescence intensity of TLR4  labeling in dentate sections from a sham-operated 

rat (A),  a rat 24 hrs post FPI (B) and a TLR4 knockout mouse (C). Note the increase in TLR4 

staining after FPI and absence of staining in the knockout. GCL: granule cell layer; ML: 

molecular layer. Scale bar: 100 mm. D. Summary data shows semi-quantitative analysis of 

immunostaining intensity in molecular layer and dentate hilus of sections obtained from rats 

24hrs after FPI and sham injury (Sham). Error bars indicate s.e.m. * indicate p<0.05 by one way 

ANOVA followed by Tukey’s post hoc test. 

Figure 3. Enhanced Neuronal expression of TLR4 after brain injury. A-B. Confocal images 

of sections obtained 24 hours after sham (A) or FPI (B) show immunostaining for NeuN 

(left),TLR4 (center) and merged images (right). Scale bar: 20 µm. C. Summary plots show that 

the number of TLR4 positive profiles in the hilus that co-label for NeuN is increased after FPI. 

Error bars indicate s.e.m. * indicate p<0.05 by one way ANOVA and Tukey’s post hoc test. 
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Figure 4. Limited expression of TLR4 in glia. A-B. Confocal images of the dentate hilus from 

sections obtained 24 hours after sham-injury (A) and FPI (B) show labeling for Iba1, a microglial 

marker  (left, arrows), and TLR4 (center, arrowheads). Merged image (right) shows the lack of 

co-labeling of cells stained for Iba1 and TLR4. C-D. Confocal images of the dentate hilus show 

immunostaining for GFAP (left) and TLR4 (center, arrowhead) and lack of co-labeling for 

GFAP and TLR4 in the merged image (right). Sections were obtained from 24 hrs after sham-

injury (C) and FPI (D). Scale bar: 20 µm.Figure 5. TLR4 antagonist selectively decreases 

dentate excitability in injured rats. A-B. Granule cell population responses evoked by a 4 mA 

stimulus to the perforant path in a slice, before (A) and after (B) incubation in the TLR4 

antagonist, LPS-RS (50 ng/ml for 2 hr). Slices were obtained from a sham-operated control rat.  

C-D. Dentate field responses in a slice obtained from a rat 7 days after FPI before (C) and after 

(D) LPS-RS treatment. Arrows indicate stimulus artifact. (E) Summary data demonstrate the 

effect of LPS-RS on the perforant path-evoked granule cell population spike amplitude in slices 

from sham-operated and FPI rats at various stimulation intensities. Error bars indicate s.e.m. * 

indicates p<0.05 by two-way repeated measures ANOVA.followed by and Tukey’s post hoc test. 

 

Figure 6. NMDA receptor antagonists fail to eliminate the post-injury decrease of dentate 

excitability by TLR4 antagonist. A-D. Representative granule cell population responses evoked 

by a 4 mA stimulus to the perforant path. Recordings were obtained in slices from rats 3 days 

after sham- (A,B) or FPI (C,D) in the presence of the NMDAR antagonist, APV (50 µm). Traces 

were obtained before (A,C) and after (B, D) incubation in LPS-Rs (50 ng/ml for 2 hr). Arrows 

indicate truncated stimulus artifact. (E) Summary data demonstrate the effect of LPS-RS on the 

afferent-evoked dentate population spike amplitude at various stimulation intensities in sections 
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obtained 3 days after FPI or sham -injury. (F) Summary plots of the dentate population spike 

amplitude after incubation in LPS-RS normalized to the amplitude in the same slice before 

incubation in LPS-RS show that LPS-RS selective decreases the amplitude of granule cell 

population responses both 3 and 7 days after FPI but not after sham-injury. Perforant path was 

stimulated by a 4 mA stimulus and recordings were obtained in APV (50 µm). N=6 slices each. 

Error bars indicate s.e.m. * indicates p<0.05 by two-way repeated measures ANOVA followed 

by and Tukey’s post hoc test.   
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Abstract  

Gamma frequency oscillations are crucial for memory formation and retrieval. Networks 

of fast-spiking basket cells (FS-BCs) interconnected by fast, high amplitude GABA synapses and 

gap junctions are known to underlie development of gamma oscillations.  Recent studies have 

identified that, apart from GABAergic synapses, FS-BCs in the hippocampal dentate gyrus have 

GABAergic currents mediated by extrasynaptic receptors. Moreover, following experimental 

seizures, FS-BC extrasynaptic (tonic) GABA currents are enhanced and GABA reversal potential 

(EGABA) shifted to depolarizing potentials compared to controls. Here, we use homogeneous 

networks of biophysically realistic model FS-BCs to examine how the presence of extrasynaptic 

GABA conductance (gGABA-extra) and seizure-induced changes in gGABA-extra and EGABA influence 

network activity. Networks of FS-BCs interconnected by fast GABAergic synapses developed 

synchronous firing in the gamma frequency range. Systematic investigation of the effect of FS-

BC interconnectivity on network synchrony revealed that the biologically realistic range of 30 to 

40 connections between FS-BCs resulted in greater coherence at gamma frequency, when 

networks were activated by Poisson-distributed synaptic inputs rather than by heterogeneous 

current injections. Consistent with earlier studies, inclusion of gap junctions and distance-

dependent conduction delay at synapses resulted in a modest enhancement of network 

coherence.  In networks activated by heterogeneous current injections, increasing gGABA-extra 

modulated the frequency and coherence of network firing when EGABA was shunting (-74 mV), 

but failed to alter network firing when EGABA was depolarizing (-54 mV). When FS-BCs were 

activated by dendritic synaptic inputs, enhancing gGABA-extra reduced the frequency and coherence 

of FS-BC firing when EGABA was shunting and increased firing frequency when EGABA was 

depolarizing. Shifting EGABA from shunting to depolarizing potentials consistently enhanced 
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firing by over 30 Hz shifting network firing to the high gamma frequency range (>80 Hz). Our 

demonstration that network oscillations are modulated by extrasynaptic inhibition in FS-BCs 

suggests that neuroactive compounds that act on extrasynaptic GABA receptors may impact 

memory formation by modulating hippocampal gamma oscillations. The simulation results 

indicate that the depolarized FS-BC GABA reversal, observed after experimental seizures, 

together with enhanced spillover extrasynaptic GABA currents are likely to promote generation 

of high gamma frequency activity associated with epileptic networks. 
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Lead paragraph  

Among the rhythmic firing patterns observed in brain networks, gamma 

oscillations, which are involved in memory formation, are generated by a specific class of 

inhibitory neurons with robust interconnectivity through fast GABA synapses. Recently, 

we identified the presence of a tonic, slow form of GABA currents in these neurons and 

showed that experimentally-induced seizures increase the magnitude of tonic GABA 

currents and render GABA currents depolarizing. By simulating networks composed of 

biophysically accurate models of the specific inhibitory neuron involved in generation of 

gamma oscillations, we show that the presence of the tonic form of GABA currents can 

influence the robustness of gamma oscillations. Since tonic GABA currents are known to be 

altered by neuroactive compounds such as alcohol, steroids and anesthetics, our findings 

suggest a mechanism by which these agents may impact memory formation. Moreover, we 

find that the experimentally-detected, seizure-induced changes in GABA currents promote 

generation network activity at abnormally high gamma frequencies observed in epilepsy. 
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Introduction 

Brain networks are characterized by the presence of oscillatory activity over a wide range 

of frequencies from the slow delta waves (0.5-3 Hz) to high frequency oscillations such as 

ripples (100-200 Hz) (Buzsaki et al., 2003; Buzsaki and Draguhn, 2004). Among the brain 

oscillations, the gamma frequency oscillations (30-80 Hz), which are present in several brain 

regions (Steriade et al., 1996; Csicsvari et al., 2003; Buzsaki, 2006), including hippocampal 

circuits, have been extensively investigated because of their proposed role as a reference signal 

in temporal encoding, contributions to binding of sensory feature and their role in memory 

formation and retrieval (Lisman and Idiart, 1995; Bartos et al., 2007; Montgomery and Buzsaki, 

2007). Based on a large body of experimental and theoretical work, there is wide consensus that 

rhythmic activity of synaptically interconnected inhibitory neurons underlie hippocampal gamma 

oscillations (Wang and Buzsaki, 1996; Traub et al., 1998; Whittington et al., 2000; Bartos et al., 

2002; Brunel and Wang, 2003). Indeed, hippocampal gamma oscillations, including those 

induced by agonists of metabotropic glutamate and muscarinic acetylcholine receptors in vitro, 

can be completely blocked by GABAA receptor (GABAAR) antagonists, further indicating the 

critical role for inhibition in generation of gamma oscillations (Whittington et al., 1995; Fisahn et 

al., 1998; Mann et al., 2005). Among the diverse classes of inhibitory interneurons, the fast-

spiking basket cells that express the calcium binding protein parvalbumin appear to be essential 

for the generation of gamma oscillations (Bartos et al., 2007). Parvalbumin positive basket cells 

are characterized by high mutual interconnectivity through fast synaptic inhibition and electrical 

coupling (Fukuda and Kosaka, 2000; Bartos et al., 2002; Galarreta and Hestrin, 2002; Hefft and 

Jonas, 2005). Additionally, parvalbumin basket cells have high intrinsic firing, low adaptation 

and an intrinsic resonance frequency which make them an optimal candidate to fire in phase with 
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gamma frequency oscillations (Pike et al., 2000; Hefft and Jonas, 2005). Fast-spiking basket 

cells (FS-BCs) innervate a large population of excitatory neurons which they can synchronize. 

Modeling studies have provided compelling evidence that homogeneous networks composed of 

integrate-and-fire neurons connected by synaptic inhibition can generate gamma frequency 

oscillations when activated by relatively homogeneous excitatory drive (Wang and Buzsaki, 

1996). Subsequently, studies in networks of generic models of fast-spiking neurons connected to 

a biologically realistic number of local neighbors have demonstrated that incorporating the 

experimentally determined rapid synaptic decay kinetics between FS-BCs leads the network to 

synchronize in the gamma frequency range, even when in networks activated by heterogeneous 

non-synaptic excitatory drive (Bartos et al., 2002). Since network responses are strongly 

regulated by intrinsic neuronal properties (Bogaard et al., 2009),  whether conclusions derived 

using generic models are robust to inclusion of biophysically realistic basket cell models remains 

to be examined.  

One of the salient findings in simulation studies using homogeneous, synaptically 

connected inhibitory networks is that the frequency and coherence of network oscillations are 

regulated by the delay and decay kinetics of the GABA synapses (Bartos et al., 2002; Brunel and 

Wang, 2003; Bartos et al., 2007). Recently, we reported that, apart from the classical synaptic 

GABA currents, parvalbumin-positive, FS-BCs in the dentate gyrus express extrasynaptic (tonic) 

GABA currents (Yu et al., 2013).  Extrasynaptic GABA currents are mediated by extra- and peri-

synaptically located GABAARs and can contribute to the decay kinetics of synaptic GABA 

receptors (Wei et al., 2003; Santhakumar et al., 2006; Glykys and Mody, 2007). Spillover of 

GABA from the synapse can activate extrasynaptic GABAARs and lead to prolonged 

GABAergic inhibition. Since decay kinetics of synaptic inhibition regulate gamma oscillations 
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(Bartos et al., 2002), extrasynaptic GABA currents in FS-BCs are likely to modulate these 

rhythms. Consistent with this hypothesis, studies in hippocampal slices from mice lacking 

specific GABAAR subunits underlying extrasynaptic GABA currents have identified alterations 

in gamma rhythms (Mann and Mody, 2010). However, whether extrasynaptic GABA currents in 

FS-BCs modulate the coherence and frequency of network oscillation has not been examined. It 

is notable that extrasynaptic GABA currents in FS-BCs are enhanced following pilocarpine 

induced status epilepticus (Yu et al., 2013).  The effect of extrasynaptic GABA currents on 

network oscillations may be of particular relevance to neurological disease, since previous 

studies have identified alterations in gamma oscillations in epilepsy and schizophrenia. 

Apart from the kinetics of synaptic inhibition, the presence of shunting rather than 

hyperpolarizing reversal potential of synaptic GABA currents has also been shown to increase 

the frequency and reduce coherence of oscillations in homogeneous interneuronal networks 

(Vida et al., 2006). The increase in gamma frequency can be of clinical significance, since, 

unlike physiological gamma oscillations, high gamma oscillations at frequencies >80 Hz are 

associated with epileptic foci (Bragin et al., 2004; Worrell et al., 2004; Engel et al., 2009).  

Curiously, we found that the reversal potential for GABA currents (EGABA) in FS-BCs is 

significantly depolarized following experimental status epilepticus (Yu et al., 2013) , raising the 

possibility that seizure-induced plasticity of FS-BC inhibition may contribute to increases in 

network oscillations frequencies. Here we use homogeneous networks of biophysically realistic, 

multi-compartmental model FS-BCs to examine how the presence of extrasynaptic GABA 

currents and the seizure-induced plasticity of GABA currents and EGABA modify the frequency 

and coherence of network oscillations.   
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Material & Methods  

Slice preparation and physiology 

All procedures were performed under protocols approved by the University of Medicine and 

Dentistry of New Jersey, Newark, NJ, Institutional Animal Care and Use Committee.  Young 

adult, male, Wistar rats between postnatal days 30-35 were were anesthetized with isoflurane and 

decapitated. Horizontal brain slices (300 µm) were prepared in ice-cold sucrose artificial CSF 

(sucrose-aCSF) containing (in mM) 85 NaCl, 75 sucrose, 24 NaHCO3, 25 glucose, 4 MgCl2, 2.5 

KCl, 1.25 NaH2PO4, and 0.5 CaCl2, using a Leica VT1200S Vibratome (Wetzlar, Germany). 

The slices were incubated at 32 ± 1°C for 30 minutes in a submerged holding chamber 

containing an equal volume of sucrose-aCSF and recording aCSF and subsequently held at room 

temperature (RT). The recording aCSF contained (in mM) 126 NaCl, 2.5 KCl, 2 CaCl2, 2 

MgCl2, 1.25 NaH2PO4, 26 NaHCO3 and 10 D-glucose. All solutions were saturated with 95% 

O2
 and 5% CO2 and maintained at a pH of 7.4 for 1–6 h. Slices were transferred to a submerged 

recording chamber and perfused with oxygenated aCSF at 33 ± 1°C. Whole-cell current-clamp 

recordings from interneurons at the border of the hilus and granule cell layer  were obtained 

under IR-DIC visualization using microelectrodes (5–7 MΩ) containing (in mM) 125 KCl, 10 K-

gluconate, 10 HEPES, 2 MgCl2, 0.2 EGTA, 2 Na-ATP, 0.5 Na-GTP and 10 PO Creatine titrated 

to a pH 7.25 with KOH. Biocytin (0.2%) was included in the internal solution for post-hoc cell 

identification (Gupta et al., 2012; Yu et al., 2013). Recordings were obtained using Axon 

Instruments MultiClamp 700B (Molecular Devices, Sunnyvale, CA). Data were low-pass filtered 

at 3 kHz, digitized using DigiData 1440A and acquired using pClamp10 at 10-kHz sampling 

frequency. Recorded neurons were held at -70 mV and the response to 1.5 sec positive and 

negative current injections were examined to determine active and passive characteristics. Cells 
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with non-adapting, high frequency firing for the entire duration of the current injection, and low 

input resistance (<150 MΩ), were classified as FS-BCs (Hefft and Jonas, 2005; Yu et al., 2013). 

Neurons with adapting firing, high input resistance (>150 MΩ), and sag during negative current 

injection were excluded from analysis. Post-hoc biocytin immunostaining and morphological 

analysis was used to definitively identify FS-BCs, on the basis of presence of axon terminals in 

the granule cell layer and immunostaining for parvalbumin (Yu et al., 2013). Following 

physiological recordings, slices were fixed in 0.1 M phosphate buffer containing 4% 

paraformaldehyde at 4°C for 2 days.  Slices were incubated overnight at room temperature with 

anti-parvalbumin antibody (PV-28, 1.5:1000, polyclonal rabbit, Swant) in 0.3% Triton X-100 

and 2% normal goat serum containing PBS. Immunoreactions were revealed using Alexa 488-

conjugated secondary goat antibodies against rabbit IgG (1:250) and biocytin staining was 

revealed using Alexa 594-conjugated streptavidin (1:1000). Sections were visualized and imaged 

using a Nikon A1R laser confocal microscope with a 0.75 NA 20X air objective (Gupta et al., 

2012; Yu et al., 2013).  

Basket Cell Simulations.  

Individual FS-BC models and FS-BC network simulations were implemented using the 

NEURON 7.0 simulation environment (Hines and Carnevale, 1997). The biophysically realistic 

FS-BC model was adapted from earlier studies (Santhakumar et al., 2005; Dyhrfjeld-Johnsen et 

al., 2007). The model FS-BC included a soma and 2 apical and basal dendrites each with 4 

distinct compartments (Fig. 1B). Active and passive conductances were distributed as detailed 

previously (Santhakumar et al., 2005). Sodium and fast delayed rectifier potassium channels 

restricted to the soma and proximal dendrites. Reversal potential of a non-specific leak channel 

was set to -75mV to modify the basket cell resting membrane potential (-75 mV) to match 
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experimental data (Yu et al., 2013). Additionally, conductance of the non-specific leak channel 

was set to 0.18 mS/cm2 in the soma and 0.12 mS/cm2 in the dendrite to simulate the 

experimentally observed input resistance. Gap junctions were implemented as an intercellular 

conductance (Bartos et al., 2002). In an initial set of experiments (Fig. 2), total gap junctional 

conductance to the model FS-BC was systematically varied between 1 and 106 pS to determine 

the effect on cellular input resistance. Input resistance was measured in response to -100 pA 

current injection. Baseline extrasynaptic GABA conductance was modeled as a linear 

deterministic leak conductance with baseline, control GABA reversal potential (EGABA) of -74 

mV (Song et al., 2011; Yu et al., 2013). Extrasynaptic GABA conductance (gGABA-extra) was 

distributed uniformly in all compartments and varied between 2 and 10 µS/cm2, corresponding to 

a biologically relevant range of 10 to 60pA extrasynaptic GABA currents (Yu et al., 2013).  

Network Simulations.  

Structurally realistic FS-BC network models were simulated with 200 FS-BCs arranged on a 

virtual ring with 50 µm spacing between adjacent cells (Bartos et al., 2002; Vida et al., 2006).  

FS-BCs were connected by GABAA synapses located on the proximal apical dendrite as 

described previously (Santhakumar et al., 2005). Exp2Syn process was used to implement 

chemical synapses. Based on data from experimental studies,  GABAA synapses between FS-

BCs were simulated with a maximum synaptic conductance of 7.6 nS, rise and decay time 

constants of 0.16 and 1.8 ms, respectively, and a 0.8 ms synaptic delay (Bartos et al., 2002; 

Santhakumar et al., 2005). In an initial set of simulations, the number of synaptic connections 

between FS-BCs was systematically increased from 4 to 100 connections distributed among 

neighboring FS-BCs on either side. This pattern of connectivity is based on estimates obtained 

from anatomical data on the numbers and distribution of synaptic connections among dentate 
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basket cells (Sik et al., 1997; Bartos et al., 2001; Dyhrfjeld-Johnsen et al., 2007; Santhakumar, 

2008). While all GABAA synapses included a synaptic delay of 0.8 ms, in some simulations an 

additional distance-dependent “conduction delay” was included. The conduction delay was 

calculated from the distance between pre- and postsynaptics cell along the circumference of the 

ring and an estimated conduction velocity of 0.25 m/s (Bartos et al., 2002). Additionally, in a 

subset of simulations each neuron was connected to 50 nearest neighbors by electrical synapses 

located in the dendritic compartments (Amitai et al., 2002). Consistent with experimental data on 

the single channel conductance of connexin 36 channels (Srinivas et al., 1999), conductance of a 

single electrical synapse was 10 pS. Unless otherwise stated, network simulations with 

extrasynaptic GABA currents included both baseline and “spillover” gGABA-extra, modeled to 

simulate increases in gGABA-extra that accompany elevation in extracellular GABA levels during 

neuronal activity (Glykys and Mody, 2007). Spillover was modeled by including “spillover 

gGABA-extra” associated with each inhibitory synaptic connection to the model FS-BC.  The 

spillover gGABA-extra was modeled as two synapses with slow rise (7 ms) and decay time (200 ms) 

constants (Rossi et al., 2003) and 1.25pS and 0.125pS peak conductance. The peak conductance 

of the synaptic spill was further scaled by a factor reflecting the degree of enhancement of 

baseline extrasynaptic GABA currents (ratio of baseline gGABA-extra in a given simulation in 

µS/cm2 to baseline gGABA-extra of 2 µS/cm2). Networks were activated either by heterogeneous 

somatic current injections or by excitatory synaptic inputs. In networks activated by somatic 

current injections, the magnitude of the current injection in each FS-BC was varied by randomly 

selecting the peak amplitude from a Gaussian distribution of amplitudes with a peak of 500 pA 

and variance of 0.5. Additional variability was introduced by staggering the time of 

commencement of current injection over a 70 ms time window (-20 to 50 ms of simulation time). 
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In networks activated by synaptic inputs, each model FS-BC received an independent Poisson-

distributed train of excitatory synaptic inputs at 200 Hz. Excitatory synapses were located in the 

apical distal dendrites. The peak AMPA synaptic conductance was 20 nS and kinetics were 

similar to those used in previous studies (Santhakumar et al., 2005; Yu et al., 2013). The effects 

of increasing gGABA-extra on the average frequency and coherence of firing of FS-BCs in the 

mutually connected networks were examined. Unless otherwise stated, EGABA of synaptic and 

extrasynaptic GABA currents was set to -74 mV to simulate the experimentally determined 

GABA reversal in control FS-BCs (Yu et al., 2013). Reversal potential of synaptic and 

extrasynaptic GABA currents was set to -54 mV to simulate the depolarized GABA reversal in 

FS-BCs after experimental status epilepticus (Yu et al., 2013).  

Analysis.  

Firing frequency was quantified as the average of the reciprocal of inter-spike intervals during 

200-400 ms of the simulation after establishment of stable network synchrony. Population 

coherence during 200-400 ms of the simulation was calculated as described previously (White et 

al., 1998; Santhakumar et al., 2005). Briefly, for a pair of discharging neurons, trains of square 

pulses were generated for each of the cells with each pulse of height unity being centered at the 

spike peak and the width being 20% of the mean firing period (interspike interval) of the faster 

cell in the pair. Next, the cross-correlation was calculated at zero time lag of these pulse trains, 

which is equivalent to calculating the shared area of the unit height pulses. Coherence was 

defined as the sum of the shared areas divided by the square root of the product of the total areas 

of each individual train (Santhakumar et al., 2005). The average coherence was calculated from 

the coherence values obtained for all cell pair combinations. Summary data in Figures 4 and 5 

were generated from 3 independent runs with different randomization seeds. Physiological and 
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computational data are presented as mean±s.e.m. Where appropriate, two-way repeated measures 

ANOVA (SPSS) was used to compare data. Significance was set at p<0.05. 
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Results 

Comparison of model and biological basket cell physiology. 

The most salient intrinsic biophysical properties of FS-BCs include high frequency non-

adapting firing and low input resistance (Hefft and Jonas, 2005; Zhang and Buckmaster, 2009). 

In order to directly compare the intrinsic properties of the model FS-BC to the biological 

neurons, we obtained physiological recordings from dentate basket cells. As illustrated in Figure 

1, FS-BCs were identified by their morphological features including axon in the granule cell 

layer, immunoreactivity for parvalbumin (Fig. 1A) and characteristic high frequency, non-

adapting firing pattern (Fig. 1C).  We adapted the multi-compartmental basket cell model used in 

earlier studies (Santhakumar et al., 2005; Dyhrfjeld-Johnsen et al., 2007). The model FS-BC had 

two apical and 2 basal dendrites each with 4 compartments (Fig 1B). The resting membrane 

potential of the model FS-BC was set to –75 mV, consistent with that of biological FS-BCs (-

74.0 ±1.9, n=10 cells) reported in our recent study (Yu et al., 2013).  In response to positive 

current injections, the model FS-BC simulated the high frequency, non-adapting firing pattern 

observed in biological FS-BCs (Fig. 1 C, D). Comparison of the model FS-BC firing frequency 

in response to increasing positive current injections demonstrated that the firing in response to 

steady state current injections was similar in the model and biological FS-BCs (Fig. 1E, firing 

data in biological FS-BCs was obtained from n=12 cells). FS-BCs are known to have a low input 

resistance compared to other hippocampal interneurons. The input resistance (Rin) of the model 

FS-BC was set to 94.3 MΩ consistent with the range observed in biological FS-BCs (Fig. 1F; 

FS-BC Rin: 93.0±10.6 MΩ, n=12 cells, data previously reported in Yu et al., 2013). Since 

neuronal Rin can modify both responses to current injections and how synaptic and extrasynaptic 

conductances impact neuronal excitability, we measured the input resistance of model 
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interneurons in published studies examining the effects of GABAergic and gap junctional 

conductances on neuronal and network excitability. In contrast to the low <100 MΩ Rin in 

biological basket cells, model interneurons in seminal studies, which examined how biologically 

realistic GABA and gap junctional conductances influence gamma synchrony, exhibited Rin over 

9000 MΩ (Bartos et al., 2002; Vida et al., 2006). Similarly, the model neurons in recent studies 

that examined the impact of gGABA-extra on interneuronal excitability had an Rin  of >900 

MΩ (Song et al., 2011). The use of biologically-based conductance values in model neurons with 

unrealistically high Rin is likely to lead to overestimation of the influence of the introduced 

conductance. Therefore, this study examined interneuronal networks of model FS-BCs with 

realistic passive membrane properties.   

Effect of gap junctional and extrasynaptic GABA conductance on FS-BC input resistance 

In addition to synaptic connections, FS-BC networks are interconnected by electrical 

synapses. A subset of our subsequent network simulation included gap junctions connections 

between 50 neighboring FS-BCs, each with a physiologically realistic single channel 

conductance of 10 pS (Srinivas et al., 1999). In order to determine whether inclusion of the gap 

junctional conductance altered FS-BC input resistance, we systematically increased the 

conductance of a single gap junction between a pair of FS-BCs and measured the input 

resistance. Regardless of whether gap junctions were located in the proximal or distal dendritic 

compartment, junctional conductances in the range of 1 to 100 pS did not decrease FS-BC input 

resistance (Fig. 2A). Additional increases in junctional conductance progressively reduced FS-

BC input resistance to 90.3 MΩ at the 500 pS gap junctional conductance introduced in the 

model FS-BCs in our network simulations (Fig. 2A).  
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Next we introduced baseline gGABA-extra as a deterministic conductance. The magnitude of 

the specific membrane conductance was varied between 2 and 10 µS/cm2, the conductance range 

that was estimated to simulated the biologically relevant range (10 to 60 pA) of extrasynaptic 

GABA currents (Yu et al., 2013). Varying the gGABA-extra across this entire range resulted in a 

<10% change in FS-BC membrane conductance (Fig. 2B). Moreover, including an additional 

500 pS gap junctional conductance did not alter FS-BC membrane conductance beyond that 

resulting from the gGABA-extra. Thus, the non-synaptic conductances introduced into model FS-

BCs in the subsequent network simulation are not likely result in major changes in FS-BC 

passive membrane properties. 

Effect of synaptic interconnectivity on network oscillations   

We used networks of 200 FS-BCs connected in a virtual ring (Bartos et al., 2002; Vida et 

al., 2006) to examine how the degree of GABAergic synaptic interconnectivity affects network 

oscillations. We progressively increased the number of neighboring FS-BCs that each model 

neuron connected with from 4 to 100 (a range of 5 to 50% network connectivity). Synaptic 

conductance and kinetics were constrained by experimental data (Santhakumar et al., 2005) and 

held constant in all simulations. Individual FS-BCs in the network were activated by non-

homogeneous current injections which were initiated at different time points to introduce 

asynchrony (see Methods). Increasing FS-BC connectivity lead to an initial decrease the firing 

frequency from 60.25±0.08 Hz with 4 connections to 43.65±0.13  Hz when each FS-BC was 

connected to 20 neighbors followed by an increase back to 61.14±0.28  Hz when FS-BCs 

contacted 30 or more neighbors (Fig. 3A, n= 3 runs). Notably, regardless of the connectivity, the 

network firing frequency remained within the gamma frequency range. Unlike frequency, 

coherence, which is a measure of synchronous network firing, was relatively low when FS-BCs 
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contacted 30 or less neighbors and increased considerably when 40 or more FS-BCs were 

connected (Fig. 3B).  

Next, we examined whether the extent of GABAergic synaptic interconnectivity alters 

network synchrony when FS-BCs are activated by synaptic inputs. Perforant path AMPA 

synapses were located on the apical distal dendrites of FS-BCs and activated by Poisson-

distributed spike trains at an average frequency of 200 Hz. Networks within the wide range of 

GABAergic synaptic interconnectivity (5 to 100 contacts) synchronized in the range of 60-80 

Hz. Interestingly, while still within the gamma frequency range, the frequency at which 

synaptically activated networks synchronized was higher than that observed in networks 

activated by current injections (Fig. 3A). FS-BC networks activated by excitatory synaptic inputs 

synchronized with fewer FS-BC synaptic interconnections. The coherence of synaptically 

activated networks in which FS-BCs connected 20 or 30 neighbors showed considerably higher 

coherence than structurally similar networks activated by constant current injection in FS-BCs 

(Fig. 3B). Overall, coherence in synaptically activated networks remained relatively stable when 

30 or more FS-BCs were interconnected by fast GABA synapses. The ability of the network to 

attain stable coherence when FS-BCs contact 30 or more neighbors is of particular interest since, 

based on morphological data (Sik et al., 1997; Bartos et al., 2001), basket cells in the dentate 

gyrus are estimated to contact approximately 35 neighboring basket cells (Dyhrfjeld-Johnsen et 

al., 2007; Santhakumar, 2008). Thus, it appears that the dentate basket cell networks may have 

an optimal connectivity to support coherent network oscillations. 

Earlier studies using networks of generic fast-spiking model neurons have indicated that 

the presence of distance dependent axonal conduction delay and gap junctional coupling can 

modulate network coherence (Bartos et al., 2002; Bartos et al., 2007). In networks activated by 
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somatic current injection, inclusion of distance dependent conduction delay resulted in an 

increase in firing frequency (Fig. 3C) and coherence (Fig. 3D), particularly in networks with 30 

interconnections. However, change in frequency and coherence in networks with higher 

interconnections was marginal (Fig. 3C-D). These simulation data suggest that conduction delay 

may tend to promote synchrony in networks with fewer interconnections. Similarly, inclusion of 

gap junctional connections from a model FS-BC to 50 neighbors lead to a small increase in both 

the firing frequency (Fig. 3C) and coherence (Fig. 3D) in networks with 30 or more connections. 

The limited effect of gap junctions on network coherence in our simulations differs from the 

more robust increase in coherence reported previously (Bartos et al., 2002). It is possible that the 

use of a single compartmental model with synapses and gap junctions located in the same 

somatic compartment (Bartos et al., 2002), rather than a biologically realistic dendritic 

distribution of gap junctions used in the current study, contributed to the difference in the 

magnitude of gap junctional modulation of gamma frequency coherence.  In networks activated 

by dendritic perforant path synaptic inputs, inclusion of conduction delay and gap junctional 

coupling had negligible effect on either the firing frequency or coherence at all levels of FS-BC 

connectivity examined (data not shown). Therefore, we proceeded to use homogeneous FS-BC 

networks including distance-dependent axonal conduction delay and 30 or 40 synaptic 

connections between FS-BCs to investigate the effect of gGABA-extra on network firing and 

coherence. 

Extrasynaptic GABA currents and depolarizing GABA reversal shift the frequency 

and reduce coherence of gamma oscillations. 

 Earlier simulation studies have demonstrated the crucial role played by synaptic 

inhibition in mediating synchronous gamma frequency oscillations (Wang and Buzsaki, 1996; 
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Bartos et al., 2002; Vida et al., 2006). Experimental data suggest that reduction in interneuronal 

extrasynaptic GABA currents can increase the frequency of charbachol-induced gamma 

oscillations in vitro through mechanisms involving NMDA receptors (Mann and Mody, 2010). 

However, whether the presence of extrasynaptic GABA currents in FS-BCs modulates the 

frequency and coherence of network oscillations has not been tested. This issue is particularly 

relevant to epilepsy, because FS-BC extrasynaptic GABA currents are enhanced following 

experimental status epilepticus (Yu et al., 2013). Therefore, we examined whether introducing 

baseline and spillover gGABA-extra in model FS-BCs modified network oscillations. FS-BCs were 

connected to 30 adjacent neighbors by synaptic GABA conductances and activated by 

heterogeneous current injection. Gap junctional connections were not included and GABA 

reversal was set to -74 mV, the experimentally determined value in control FS-BCs (Yu et al., 

2013). Compared to the simulations without extrasynaptic GABA, introducing the normal 

biological level of baseline gGABA-extra (2 µS/cm2) and corresponding spillover gGABA-extra (see 

Methods) led to a decrease in the average firing frequency (Fig. 4G, 59.43±1.01 Hz without 

gGABA-extra and 55.2±0.7 Hz with 2 µS/cm2 baseline gGABA-extra, p<0.05 by Student’s t-test) and 

coherence (Fig. 4H, 0.42±0.6 without gGABA-extra and 0.30±0.4 with 2 µS/cm2 baseline gGABA-

extra). Although increasing baseline gGABA-extra did not alter the network firing and coherence in 

the absence of spillover gGABA-extra (data not shown), parallel increases in baseline and spillover 

gGABA-extra resulted in progressive decrease in firing frequency and a biphasic change in 

coherence which peaked when gGABA-extra was 4 µS/cm2 (Fig. 4A-B and G-H, p< 0.05 for effect 

of gGABA-extra on frequency and coherence by two way repeated measures ANOVA).  

 Apart from an increase in extrasynaptic GABA currents, FS-BCs EGABA has been shown 

to shift to values more depolarized than the resting membrane potential after status epilepticus 
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(Yu et al., 2013). Earlier simulation studies have established that EGABA modulates the firing 

frequency in homogeneous interneuronal networks (Vida et al., 2006; Bartos et al., 2007). We 

examined the effect of EGABA on synaptically coupled networks of FS-BCs with a resting 

membrane potential of -75 mV without extrasynaptic inhibition. In networks activated by the 

same somatic current injection paradigm, altering synaptic GABA reversal from -74 mV (the 

value observed in control FS-BCs) to -54mV, the experimentally measured EGABA in FS-BCs 

after status epilepticus, increased  firing frequency  by approximately 30 Hz (Fig. 4C,G, 

frequency in Hz: -74 mV EGABA= 59.43±1.01, -54 mV EGABA = 88.3±0.01, p<0.05 by Student’s 

t-test) and decreased the coherence of FS-BC firing (Fig. 4D,H, coherence: -74 mV EGABA= 

0.42±0.6, -54 mV EGABA = 0.2±0.0, p<0.05 by Student’s t-test). Curiously, this increase in firing 

frequency occurred even though an EGABA of -54 mV is negative to the model FS-BC firing 

threshold of -52 mV. Inclusion of gGABA-extra resulted in a little change in frequency (88.3±0.01 

Hz without gGABA-extra and 88.4±0.02 Hz with 2 µS/cm2 gGABA-extra). Additionally, progressively 

increasing gGABA-extra caused a marginal decrease in network firing frequency (Fig. 4E-G, 

88.4±0.02 Hz with 2 µS/cm2 and 87.4±0.02 Hz with 10 µS/cm2 gGABA-extra). However, compared 

to networks with similar gGABA-extra and an EGABA of -74 mV which fired at gamma frequencies 

(40-60 Hz), networks with -54 mV EGABA showed marked increase in firing at 85-90 Hz (Fig. 

4G, p< 0.05 for effect of EGABA on frequency by two way repeated measures ANOVA). 

Moreover, the coherence of FS-BC firing was consistently lower in networks with -54 mV 

EGABA (Fig. 4H, p< 0.05 for effect of EGABA on coherence by two way repeated measures 

ANOVA). Qualitatively similar results were obtained in networks including gap junctional 

coupling and when model FS-BCs made synaptic connections with 40 adjacent neighbors (data 

not shown). Overall, when networks with shunting EGABA are activated by heterogeneous current 
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injections, increases in FS-BC gGABA-extra within the biologically relevant range, resulted in 

progressive decrease in network firing and changes in coherence. However the average firing 

frequency remained within the gamma frequency range. In contrast to the effect of conductance, 

shifting EGABA to a depolarized potential of -54 mV increased the average FS-BC firing 

frequency to >80Hz. Moreover, when EGABA was -54 mV, increasing gGABA-extra did not further 

enhance firing or decrease the already low coherence. Together the simulation data from 

networks activated by heterogeneous current injections indicate that gGABA-extra can modulate 

gamma frequency oscillations under normal, physiological conditions of shunting inhibition. 

However, the depolarized EGABA observed under pathological conditions reduces network 

coherence and shifts firing to higher frequencies regardless of the magnitude of gGABA-extra. 

  Analyses of interneuronal networks activated by somatic current injections have greatly 

advanced our understanding of mechanisms underlying generation of network oscillations (Wang 

and Buzsaki, 1996; Bartos et al., 2002; Vida et al., 2006). However, biological networks are 

activated by synaptic excitatory inputs to the dendrites. Therefore we evaluated whether the 

modulation of network oscillations by extrasynaptic inhibition and EGABA is altered when FS-

BCs were activated by excitatory synaptic inputs to the distal dendrites. Networks of 200 FS-

BCs connected to 30 nearest neighbors were activated by individual 200 Hz trains of Poisson-

distributed, simulated perforant path synaptic inputs (Yu et al., 2013). Gap junctional 

connections were not included in the initial set of simulations. In synaptically activated 

networks, in the absence of gGABA-extra and with EGABA set to -74 mV, FS-BCs fired with greater 

coherence and at a higher baseline frequency than corresponding simulations in networks 

activated by somatic current injections (Fig 3A-B, 4G-H, 5E-F).  Introducing gGABA-extra resulted 

in a progressive decrease in both the frequency and coherence of FS-BC firing (Fig. 5A-B, E-F; 
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frequency in Hz:  73.6±0.0 8 without gGABA-extra 70.82±0.0 2 with 2 µS/cm2 gGABA-extra and 

54.1±0.1 with 10 µS/cm2 gGABA-extra; coherence:  0.62±0.0 2 without gGABA-extra, 0.59±0.0 3 with 

2 µS/cm2 gGABA-extra and 0.47±0.0 4 with 10 µS/cm2 gGABA-extra, p< 0.05 for effect of  gGABA-extra 

on frequency and coherence by two way repeated measures ANOVA). Although synaptically 

activated networks demonstrated greater firing frequency than networks activated by somatic 

current injection, both classes of networks synchronized in the gamma frequency range. 

Moreover, gGABA-extra decreased the firing frequency and coherence under both conditions. In 

additional simulations in which FS-BCs were connected to 50 adjacent neighbors by gap 

junctions, increasing gGABA-extra progressively reduced firing frequency and coherence (Fig. E-F). 

Similarly, even when FS-BCs were connected to 40 adjacent neighbors, gGABA-extra decreased 

firing frequency and coherence (Fig. E-F).  

 Next we examined how depolarizing EGABA modulated synchrony in networks a without 

gap junctional connections activated by perforant path synaptic inputs. Networks of FS-BC with 

GABAergic synaptic connections to 30 adjacent FS-BCs simulated without gGABA-extra and with 

EGABA set to -54 mV, fired at higher frequency but considerably lower coherence than similar 

networks with a -74 mV EGABA. Unlike networks activated by somatic current injections, 

increasing gGABA-extra progressive enhanced the network firing frequency with little effect on 

coherence (Fig. 5C-D, E-F; frequency in Hz:  123.0±0.0 2  with 2 µS/cm2 gGABA-extra and 

129.4±0.0 2   with 10 µS/cm2 gGABA-extra; coherence:  0.21±0.0  with 2 µS/cm2 gGABA-extra and 

0.20±0.0  with 10 µS/cm2 gGABA-extra, p< 0.05 for effect of  gGABA-extra, EGABA and interaction 

between gGABA-extra and EGABA on frequency and coherence by Two way repeated measures 

ANOVA). When EGABA was set to -54 mV, FS-BC firing frequency consistently remained over 

120 Hz, in the range of high frequency oscillations. Even in simulations where gap junctional 
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connections were included or when FS-BCs were connected to 40 adjacent neighbors, increasing 

gGABA-extra steadily enhanced the network firing frequency in the range of high frequency 

oscillations in the presence of the depolarizing EGABA. 

Thus, simulations of networks activated by distal dendritic excitatory synaptic inputs 

demonstrate that gGABA-extra can modulate gamma frequency oscillations, reducing frequency and 

coherence when EGABA is shunting and increasing firing frequency when EGABA is depolarizing. 

Furthermore, irrespective of how the networks were activated, the depolarizing shift in FS-BC 

EGABA enhanced firing by over 50 Hz shifting normal gamma frequency oscillations to the high 

frequency oscillations known to be associated with epilepsy. 
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Discussion 

Networks of fast-spiking interneurons connected by fast GABA synapses are known to 

play a fundamental role in generation of gamma frequency oscillations in brain networks (Wang 

and Buzsaki, 1996; Whittington et al., 2000; Bartos et al., 2002; Bartos et al., 2007). Apart from 

the network structure which can sculpt spatial and temporal patterns of activity (Netoff et al., 

2004; Percha et al., 2005; Morgan and Soltesz, 2008), recent reports have underscored the effect 

of intrinsic neuronal properties on network firing patterns (Bogaard et al., 2009; Skinner, 2012). 

Here we use homogeneous networks of biophysically realistic models of dentate fast-spiking 

basket cells to examine the effect of synaptic interconnectivity and extrasynaptic inhibition on 

network firing patterns. The simulation results demonstrate that networks activated by realistic 

synaptic current inputs develop more coherent network firing at higher gamma frequency ranges 

than networks in which model neurons are activated by somatic current injections. Networks 

with 30-40 synaptic connections, similar to the range of basket cell connectivity estimated based 

on experimental literature (Dyhrfjeld-Johnsen et al., 2007), develop highly coherent firing in the 

gamma frequency range. As identified in earlier studies (Bartos et al., 2002), gap junctional 

connectivity and axonal conduction delay have marginal effect on firing frequency but enhance 

coherence of network activity. In the presence of shunting GABA reversal, extrasynaptic GABA 

conductance reduced both frequency and coherence of gamma oscillations, demonstrating that 

modulation of basket cell tonic inhibition can impact network rhythms. A depolarizing shift in 

EGABA, observed in basket cells one week after experimental status epilepticus (Yu et al., 2013), 

enhances network firing to high frequencies associated with epileptic networks and degrades 

network coherence. In synaptically activated networks, increases in extrasynaptic GABA 

currents, also a feature of  basket cells following experimental status epilepticus (Yu et al., 
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2013), further augments the firing frequency. These findings indicate that seizure-induced 

changes in basket cell GABA currents and reversal may undermine physiological gamma 

oscillations and contribute to the pathological high frequency oscillations observed in human and 

animal epilepsy (Bragin et al., 1999; Worrell et al., 2004; Worrell et al., 2008). 

Motivation for use of biophysically realistic neuron models 

 Combinations of theoretical and experimental studies have provided convincing evidence 

that fast-spiking interneurons contribute to the generation of gamma frequency network 

oscillations. Recent studies have identified that intrinsic properties of the individual cells in a 

network can play a critical role in determining the spatiotemporal patterns of network activity 

(Bogaard et al., 2009). Thus, intrinsic properties of FS-BCs that underlie gamma frequency 

oscillations are likely to impact the emergent activity patterns in homogeneous interconnected 

networks. The membrane excitability properties of FS-BCs, described by the firing frequency-

current input relationship (f-I curve), show a continuous f-I curve with low firing frequencies at 

threshold and a steep f-I slope (Fig. 1C) and are typical of type I neurons  (Bogaard et al., 2009). 

Apart from developing synchronous chains and bursts of activity, networks of type I neurons can 

demonstrate asynchronous high frequency firing which is not observed in networks of type II 

neurons characterized by shallow f-I slope (Bogaard et al., 2009). Indeed, we find that FS-BC 

networks show synchronous bursting at gamma frequencies when EGABA is shunting, and the 

activity pattern in structurally similar networks switches to low coherence high frequency firing 

when EGABA is depolarizing. These finding suggest that, in addition to changes in connectivity 

patterns, alterations in synaptic reversal potential can also impact synchrony in networks of type 

I neurons.  
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While most existing studies adopt model FS-BC neurons with high frequency firing and 

realistic synaptic, extrasynaptic or gap junctional conductances (Bartos et al., 2002; Vida et al., 

2006; Kochubey et al., 2011; Song et al., 2011), we observed that generic models adopt 

unrealistic high Rin which can alter membrane time constants and contribute to overestimation of 

the impact of the conductances under investigation. Indeed, our recent study found that the 

biphasic firing response generated by introducing depolarizing extrasynaptic GABA conductance 

in generic interneuronal models with high Rin (Song et al., 2011) was observed only when 

extremely high levels of extrasynaptic GABA conductance was introduced in biophysically 

realistic model FS-BCs (Yu et al., 2013). Since one of the salient features of FS-BCs is their low 

Rin, and as our goal was to study the effect of introducing biologically realistic levels of gGABA-

extra, we adopted biophysically accurate models of dentate FS-BCs in our study. Our simulations 

demonstrate that FS-BCs networks connected with fast GABA synapses with realistic synaptic 

parameters and connectivity show coherent firing in the gamma frequency range and confirm the 

findings of earlier studies using generic models of fast-spiking neurons (Bartos et al., 2002).  

However, we find that gap junctional conductances have a rather modest effect on firing 

coherence in networks of biophysically realistic model FS-BCs. We propose that the 

combination of natural FS-BC input resistance and dendritic location of the coupling in our 

multi-compartmental model neurons provides a more faithful representation of biology. While 

dendritic gap junctions are known to modulate network dynamics in the presence of active 

dendrites (Saraga et al., 2006), the restriction of sodium and fast delayed rectifier potassium 

conductances to the somatic compartment in our model FS-BC may have contributed to the 

limited effect of gap junctional conductances. Interestingly, despite the caveat that our model FS-

BCs did not replicate the gamma frequency intrinsic resonance observed in hippocampal fast 
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spiking interneurons (Pike et al., 2000),  FS-BC networks with fast GABA synapses and 

anatomically realistic connectivity patterns developed robust synchrony in the gamma frequency 

range. Moreover, even when we replaced somatic current injections with biologically motivated 

asynchronous dendritic synaptic inputs at 200 Hz to activate FS-BCs, network activity 

consistently synchronized in the gamma frequency range. These results are consistent recent 

simulation studies demonstrating that excitatory synaptic drive at frequencies between 20 and 

200 Hz result in gamma oscillations in networks of fast-spiking interneurons (Kochubey et al., 

2011).  The network model developed here provides a powerful system to examination how the 

presence and plasticity of specific membrane conductances influence the ability of FS-BC 

networks to sustain gamma oscillations.  

Modulation of gamma frequency oscillations by extrasynaptic inhibition. 

 Tonic GABA currents mediated by peri- and extrasynaptic GABA receptors are present 

in various interneuronal types including FS-BCs (Semyanov et al., 2003; Glykys et al., 2007; 

Krook-Magnuson et al., 2008; Olah et al., 2009; Mann and Mody, 2010; Yu et al., 2013). 

Extrasynaptic GABA receptors contribute to the baseline levels of noise and influence neuronal 

excitability and gain (Mitchell and Silver, 2003; Farrant and Nusser, 2005). Additionally, 

experimental studies have demonstrated that rodents lacking GABA receptor subtypes that 

underlie tonic GABA currents show changes in gamma frequency oscillations (Towers et al., 

2004; Mann and Mody, 2010). It is known that both stochastic noise and synaptic parameters 

modulate network oscillations (Bartos et al., 2007; Stacey et al., 2009). In addition to their 

contribute to baseline noise, extrasynaptic GABA receptors contribute to the decay of synaptic 

receptors and slow spillover GABA conductances (Rossi et al., 2003; Mtchedlishvili and Kapur, 

2006; Santhakumar et al., 2006; Glykys and Mody, 2007). Indeed, the decay of inhibitory 
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synaptic kinetics in FS-BCs is modulated by THIP (unpublished observations), an agonist 

selective for GABAAR δ subunits which mediate tonic GABA currents in FS-BCs (Yu et al., 

2013). Our simulations showing that increases in spillover GABA conductances decrease the 

frequency and coherence of gamma frequency oscillations (Fig. 4 and 5) are consistent with the 

reduction frequency and coherence when synaptic decay kinetics are prolonged (Bartos et al., 

2007). However, in light of our highly conservative assumption of low spillover conductance, it 

is possible that our simulations underestimate the magnitude of the effect of gGABA-extra on the 

frequency and coherence of network oscillations. Moreover, robust increases in synaptic 

inhibition during physiological and pathological neuronal activity are likely to be accompanied 

by enhancement of spillover GABA conductance which could further augment the impact of 

gGABA-extra on network oscillations. Our observation that systematic increases in the baseline 

gGABA-extra fail to modulate network oscillations in the absence of spillover conductance 

underscores the importance of synaptic kinetics in determining network oscillations. However, 

our simulation of baseline extrasynaptic GABA conductance as a deterministic leak conductance 

rather than stochastic noisy conductance precludes changes in baseline root-mean-square noise 

associated with increasing gGABA-extra. Consequently, use of a deterministic leak conductance to 

simulate baseline tonic GABA conductance may have resulted in further underestimation of the 

impact of these conductances on network coherence.  

The ability of gGABA-extra to modulate gamma oscillations can have considerable impact on 

the physiological and pharmacological modulation of gamma oscillations. Tonic GABA currents 

in FS-BCs are mediated by GABAARs containing δ subunits (Yu et al., 2013). GABAARs δ 

subunits are subject to modulation by several neuroactive compounds such as alcohol, 

neurosteroids and certain anesthetics (Stell et al., 2003; Mody et al., 2007; Brickley and Mody, 
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2012). Therefore, it is possible that certain neroactive compounds act, in part, by modulating 

network oscillations as a consequence of their effect on gGABA-extra. Moreover, recent findings 

that tonic GABA currents mediated by δ subunit containing GABAARs are modulated by 

GABAB receptor activation (Connelly et al., 2013; Tao et al., 2013), suggest that physiological 

modulation of tonic GABA currents could regulate the robustness of network oscillations. 

Overall, our results demonstrating that FS-BC gGABA-extra, especially spillover GABA 

conductance, reduces the frequency and coherence of network oscillations suggests that gamma 

oscillations may be subject to physiological and pathological modulation of basket cell tonic 

inhibition. 

Basket cell inhibitory plasticity impacts network oscillations: Implications for seizure 

disorders.  

 Since our simulations showed that extrasynaptic GABA conductance modulated network 

oscillations, we further investigated whether seizure-induced depolarization of FS-BC GABA 

reversal potential together with increase in extrasynaptic GABA conductance (Yu et al., 2013) 

alter network oscillations. In contrast to the absence of changes in network excitability (Yu et al., 

2013) , simultaneous introduction of  tonic GABA currents and depolarized GABA reversal 

resulted in  a striking enhancement of firing frequency and decrease in coherence of FS-BC 

network oscillations. The shift in EGABA of synaptic and extrasynaptic GABA currents resulted in 

over 30 Hz increase in FS-BC firing (Fig. 4 and 5) and resulted in network firing in the high 

frequency range (> 80 Hz) observed in epileptic foci (Bragin et al., 1999; Worrell et al., 2004; 

Worrell et al., 2008). Moreover, systematically increasing extrasynaptic GABA conductance 

further enhanced network firing frequency when EGABA is depolarizing indicating that post-

seizure increases in FS-BC gGABA-extra may further enhance the firing frequency. It is possible that 
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the pathologically depolarized inhibitory synaptic drive resulted in a net, depolarizing synaptic 

input frequency, albeit subthreshold, greater than the 200 Hz dendritic synaptic input frequency. 

Thus, the reduction in synchrony observed in interneuronal networks activated by excitatory 

synaptic inputs with frequencies over 200 Hz (Kochubey et al., 2011) could contribute 

mechanistically to the reduction in coherence observed in our networks simulated with 

depolarizing EGABA. Simultaneously, it is notable that physiological gamma oscillations are 

compromised in the presence of seizure-induced changes in FS-BC GABA currents and likely 

contribute to the memory deficits associated with epilepsy (Chauviere et al., 2009; Narayanan et 

al., 2012; Rattka et al., 2013).  

Taken together, our results demonstrate that homogeneous networks of biophysically 

realistic fast-spiking basket cells connected by fast GABA synapses develop robust synchrony in 

the gamma frequency range that are subject to modulation by extrasynaptic GABA conductances 

and changes in GABA reversal potential. The findings suggest that physiological and 

pharmacological enhancement of basket cell tonic inhibition and plasticity of FS-BC GABA 

currents following status epilepticus can compromise gamma frequency oscillations and 

contribute to impairment of memory formation and recall.  
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Figure legends 

Figure 1: Structure and intrinsic properties of model fast-spiking basket cell. A. Projection 

of confocal image stacks of a fast-spiking basket cell (FS-BC) filled during recordings (red) and 

labeled for parvalbumin (PV in green) shows the typical morphology with and axon in granule 

cell layer (arrows). Insets: Confocal image of biocytin-filled (biocytin) soma (top in red) and 

labeling for PV (mid in green). Merged image showing PV and biocytin co-labeling in the soma 

(bottom). Scale bar, 50 µm. B. Schematic representation of the structure of the model FS-BC. C, 

D. Membrane voltage traces from the biological (C) and model FS-BC (D) illustrates the fast-

spiking, non-adapting firing pattern during a +500 pA current injection and relatively low 

membrane hyperpolarization in response to a -50 pA current injection. E. Overlay of the firing 

rates of biological and model FS-BCs in response to increasing current injection. F. Plot 

compares the input resistance of biological and model FS-BCs. 

Figure 2: Effect of gap junctions and extrasynaptic GABA conductance on model FS-BC 

input resistance of cell. A) Plot shows the input resistance of a model FS-BC in the presence of 

progressively increasing the gap junctional conductance between a FS-BC pair.  Input resistance 

at the gap junctional conductance used in network simulations is indicated by the arrow. Dotted 

line represents FS-BC input resistance in the absence of gap junctions. B) Plot shows the % 

change in model FS-BC membrane conductance when the baseline extrasynaptic GABA 

conductance was increased in the physiologically relevant range. FS-BC pairs were simulated 

with and without 500 pS gap junction al conductance. 

Figure 3: Impact of FS-BC synaptic interconnectivity on frequency and coherence of 

network firing. A-B) Effect of progressively increase in FS-BC interconnectivity on average 

firing frequency (A) and coherence (B) of activity in networks activated by heterogeneous 
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somatic current injections (Somatic I inj in red) and perforant path synaptic inputs (PP Inputs in 

blue). Legend in A applies to A and B. C-D. Data from networks activated by heterogeneous 

somatic current injections show the effect of including distance dependent axonal conduction 

delay and gap junctions (GJ) on the frequency (C) and coherence (D) of FS-BC network activity. 

Legend in C applies to C and D. Data are presented as mean±s.e.m of 3 independent runs. 

Figure 4: Effect of extrasynaptic GABA conductance and GABA reversal on firing in FS-

BC networks activated by heterogeneous somatic current injections. A-B. Spike rasters 

illustrate activity in FS-BC networks with 30 synaptic interconnections in which the GABA 

reversal potential was -74 mV. Networks were activated by a mean somatic current injection of 

500 pA, the start time of which was randomly varied between -20 and 50 ms in each cell. Spike 

ratsters in networks simulated with an extrasynaptic GABA conductance of 2 µS/cm2 (A) and 10 

µS/cm2 (B) are illustrated.  C-D. Representative spike rasters show activity in FS-BC networks 

with 30 synaptic interconnections and GABA reversal potential set to -54 mV. Spike ratsters in 

networks simulated with an extrasynaptic GABA conductance of 2 µS/cm2 (C) and 10 µS/cm2 

(D) are illustrated.  E-F. Overlay of membrane potential traces from 10 randomly selected FS-

BCs in networks with 30 synaptic connections, no gap junctions and no extrasynaptic GABA 

conductances show the firing in networks simulated with a GABA reversal potential of -74 mV 

and -54 mV (F). G-H. Data from networks activated by heterogeneous somatic current injections 

show the effect of FS-BC tonic GABA conductance on frequency (G) and coherence (H) of 

network activity.  Legend in G applies to G and H. Summary data are presented as mean±s.e.m 

of 3 independent runs. 

Figure 5: Extrasynaptic GABA conductance modulates firing and coherence in networks 

activated by excitatory synaptic inputs. A-D. Spike rasters of activity in FS-BC networks with 
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30 synaptic interconnections activated by perforant path synaptic inputs. Spike ratsters in 

networks simulated with a GABA reversal of -74 mV and extrasynaptic GABA conductance of 2 

µS/cm2 (A) and 10 µS/cm2 (B) and GABA reversal of -54 mV and extrasynaptic GABA 

conductance of 2 µS/cm2 (C) and 10 µS/cm2 (D).  E-F. Data from networks activated by synaptic 

inputs show the effect of FS-BC tonic GABA conductance on frequency (E) and coherence (F) 

of network activity.  Legend applies to E and F. Summary data are presented as mean±s.e.m of 3 

independent runs. 
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Abstract (248/250) 

Traumatic brain injury (TBI) can occur from physical trauma from a wide spectrum of insults 

ranging from explosions in combat to falls in elderly.  The kinematics of the trauma can vary in 

key features including the rate and magnitude of the insult.  While the effect of peak injury 

pressure on neurological outcome has been examined in the fluid percussion injury (FPI) model, 

whether differences in the rate of rise of the injury waveform lead to distinct cellular and 

physiological changes in the injured brain is unknown.  To determine the effect of injury rate on 

neurological outcome, we examined rats subject to FPI at fast- and standard-rates of rise to a 

constant peak pressure using a programmable FPI device.  Immediate post-injury assessment 

identified fewer seizures and relatively brief loss of consciousness after fast-rate injuries than 

following standard-rate injuries at similar peak pressures. Compared to rats injured at standard-

rates, fewer silver-stained injured neuronal profiles and degenerating neurons were observed in 

the dentate hilus of rats sustaining fast-rate FPI.  One week post-injury, both fast- and standard-

rate FPI resulted in hilar cell loss and enhanced perforant path-evoked granule cell field 

excitability compared to sham-controls. Notably, the extent of neuronal loss and increase in 

dentate excitability were not different between rats injured at fast- and standard rates. Our data 

indicate that reduced cellular damage and improved immediate neurological outcome after fast-

rate primary concussive injuries obscure the severity of the subsequent cellular and 

neurophysiological pathology and may be unreliable as a predictor of prognosis.   
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Introduction  

Traumatic brain injury (TBI) is a rapidly growing silent epidemic,1, 2 leading to short and long- 

term neurological dysfunction including impaired learning, memory and reasoning, 

psychological disorders such as depression and anxiety,3, 4 and increased risk for diseases such as 

epilepsy, Alzheimer’s and Parkinson’s disease.5, 6 Brain injury is characterized by a cascade of 

cellular and circuit changes,7-11 which culminate into lasting neurological sequelae.12-14 Evidence 

from TBI models suggest that early post-traumatic anatomical and physiological changes 

contribute to in progressive neurological dysfunction.8, 15, 16  The mechanical impact resulting in 

brain injury can differ in several physical attributes including the maximum pressure, rate of rise 

to maximum pressure and duration of the pressure wave. The proximate cause of TBI can range 

from relatively slow events like falls, which can be caused by low velocity impacts in the order 

of a few meters/sec,17, 18 to the high velocity brief pressure increases in blasts.19-22 Because brain 

tissue is viscoelastic,23-25 tissue response has been shown to be sensitive to both the rate and 

magnitude of trauma.25, 26 To date, studies on concussive brain injury using the FPI model have 

primarily focused on how the peak magnitude of the pressure waveform influences 

neuropathology.27-29 However, little is known about how injury rate influences the early and 

long-term histological and physiological changes after brain injury.   

Early neurological assessment paradigms, commonly used as indicators of prognosis in 

brain injured patients, use similar parameters to assess the severity regardless of the injury rate.30, 

31 While majority of practicing physicians believe that an accurate early neurological assessment 

is important for medical management of TBI patients, fewer are confident that these measures 

reliably predict prognosis.32, 33 Curiously, whether differences in early and later cellular 

neuropathology following injuries at dissimilar rates contribute to inconsistencies between early 
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neurological assessment and subsequent prognosis has not been considered. A recently 

developed voice-coil-driven FPI (VC-FPI) device,34 which allows for independent control of the 

magnitude and rate of the concussive waveform, enabled us to experimentally examine the effect 

of injury rate on the brain. Here we address the critical issue of how differences in impact rates 

affect measures of immediate neurological assessment and early cellular injury following 

concussive brain trauma at the same peak impact pressures. We further examine if the early 

cellular and neurological measures are reliable indicators of subsequent cellular and 

physiological pathology after primary concussive brain injury at different rates.   
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Material & Methods  

Fluid percussion injury. 

All procedures were performed under protocols approved by the Institutional Animal Care and  

Use Committee of the University of Medicine and Dentistry of New Jersey, Newark, New  

Jersey. Lateral fluid percussion injury (FPI) was performed using a uniquely programmable FPI 

device34 that permits independent control of key variables defining the waveform (Fig. 1A). This 

prototype device utilizes a voice-coil actuator to generate a precise temporal forcing function 

under closed loop control with a proportional–integral–derivative motion controller and a linear 

encoder with a 1 μm resolution. The voice coil is coupled to a syringe filled with water that 

delivers the defined fluid percussion waveform. The device was programmed to deliver FPI 

waveforms at constant peak pressure (1.8-2.1 atm) and two distinct rates of pressure rise: (1) fast 

rate with a 3-5 ms rise to peak, and (2) standard rate with a 10-15 ms rise to peak, similar to the 

rise-rate observed in the pendulum-style FPI device (Fig. 1B). This peak pressure has been 

shown to result in moderate FPI at the standard rate using the pendulum-style FPI device.7, 11, 35, 

36   Young adult (postnatal days 24–26) male, Wistar rats (Charles River) underwent FPI or 

sham-injury as described previously.7, 11, 28, 35-37  Briefly, under anesthesia, stereotaxic 

craniotomy was performed to expose the dura on the left parietal bone (-3mm from bregma and  

3.5 mm lateral to sagittal suture) and anchor a Luer-Lok syringe hub to the skull.7, 36 One day 

later, animals were attached to the VC-FPI device under isoflurane anesthesia and randomly 

selected rats underwent either fast-rate or standard-rate FPI at 1.8-2.1 atm. Sham-injured control 

animals underwent the craniotomy and were attached to the FPI device under anesthesia without 

delivery of the pressure wave.36, 37 Immediately following injury, rats were monitored for 

occurrence of seizures, duration of apnea (time to first breath following injury), time to recovery 
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of response to toe pinch, recovery of righting reflex and mortality. Seizures were defined as the 

presence of Racine Stage 3 or higher seizures including forelimb or hind limb clonus or 

generalized tonic clonic seizures. 

 

Histology and immunohistochemistry. 

Gallyas silver stain35, 38, 39 and  Fluoro-Jade C staining were performed on 40 µm sections from 

animals perfused with 4% paraformaldehyde within 4 hours after injury. Only sections ipsilateral 

to the side of injury were examined. Sections processed for Gallyas stain were dehydrated in 

50%, 75%, and 100% 1-propanol for 5 min each, incubated at 56°C in 0.8% sulfuric acid in 1-

propanol for 16 hours and treated with 1% acetic acid for 5 min. Sections were then rehydrated 

and treated with 3% acetic acid and developed in a silicotungstate solution.38, 39 Following 

development, sections were treated with 1% acetic acid for 30 min, dehydrated and mounted on 

slides. For Fluoro-Jade C staining, sections mounted on gelatinized slides were air dried, 

hydrated and incubated in 0.06% potassium permanganate before being stained with 0.001% 

Fluoro-Jade C in 0.1% acetic acid in the dark for 30 min.  

For NeuN staining, rats were perfused 1 week after sham or head injury. Sections (50µm) were 

immunostained with anti-NeuN antibody (MAB377, 1:1000, mouse monoclonal, Millipore) and 

reacted with an appropriate secondary antibody to reveal staining.40 Controls in which primary 

antibody was omitted were routinely included. Quantification was performed using randomized 

systematic sampling protocols selecting every tenth slice along the septo-temporal axis of the 

hippocampus on the injured side.40 Cell counts were performed using the Optical Fractionator 

probe of Stereo Investigator V.10.02 (MBF Bioscience) using an Olympus BX51 microscope 

and a 100X oil objective. In each section, the hilus was outlined by a contour traced using a 10X 

http://www.jneurosci.org/cgi/redirect-inline?ad=Millipore
http://www.jneurosci.org/cgi/redirect-inline?ad=MBF%20Bioscience
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objective. Sampling parameters were set at 100X: counting frame, 50 X 50 μm; dissector height, 

25 μm; and top guard zone, 4 μm. Approximately 30 sites per contour were sampled using 

randomized systematic sampling protocols. In each section, the number of labeled cells was 

estimated based on planimetric volume calculations in Stereo Investigator.40-42 Data are plotted 

as number of stained neurons per section. 

In vitro electrophysiology. 

One week (7–10 days) after FPI or sham injury,8, 36 rats were decapitated under isoflurane 

anesthesia. Horizontal brain slices (400 μm) were prepared in ice-cold sucrose artificial CSF 

(sucrose-aCSF) containing the following (in mM): 85 NaCl, 75 sucrose, 24 NaHCO3, 25 

glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2 using a Leica VT1200S Vibratome. 

Slices ipsilateral to the side of injury were incubated at 32 ± 1°C for 30 min in a submerged 

holding chamber and subsequently held at room temperature.36 The recording aCSF contained 

the following (in mM): 126 NaCl, 2.5 KCl, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 

10 D-glucose. All solutions were saturated with 95% O2 and 5% CO2 and maintained at a pH of 

7.4 for 1–6 h. Field recordings were performed in an interface recording chamber (BSC2, 

Automate Scientific) perfused with aCSF at 34°C.  Recordings in the granule cell layer of the 

dentate gyrus were obtained using patch pipettes filled with recording aCSF. Responses were 

evoked by constant current stimuli (0.5–6 mA, 50 μs) delivered at 0.1 Hz through a bipolar 90 

μm tungsten stimulating electrode placed in the perforant path at the junction of the dorsal blade 

and the crest as previously described.7, 8, 36 Recordings were obtained using an AxoPatch200B 

amplifier and digitized at 10 kHz with a DigiData 1440A (Molecular Devices) and population 

spike amplitude and numbers were measured as described previously.7, 35 

 

http://www.jneurosci.org/cgi/redirect-inline?ad=Stereo%20Investigator
http://www.jneurosci.org/cgi/redirect-inline?ad=Leica
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Analysis and statistics. 

Statistical analysis of behavioral data was performed using Mann-Whitney U test as appropriate. 

The Bonferroni method was use to correct for multiple comparisons. Categorical data was 

analyzed using chi-square test.  One-way ANOVA on ranks (Kruskal-Wallis test) followed by 

pairwise multiple comparison by Dunn’s Method was used to test for statistical differences in 

histological outcome between experimental groups. Two-way repeated-measure ANOVA was 

used to compare field recording data between experimental groups. Statistical analysis was 

performed on SigmaPlot 12.3. Significance was set to p < 0.05. Data are shown as mean ± SEM 

and median and interquartile range (IQR) where appropriate. 
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Results    

Differential immediate behavioral response to fast and standard-rate FPI. 

Previous studies using pendulum FPI devices have shown distinctive immediate behavioral 

changes such as seizures and transient apnea following moderate concussive brain injury.28, 35 

First, we examined the immediate neurobehavioral responses after fast- and standard-rate FPI at 

similar peak pressures.  While sham-controls showed no apnea (data not shown), rats injured 

using both fast and standard waveform demonstrated apnea. The difference in duration of post-

traumatic apnea following fast- and standard-rate FPI did not reach statistical significance (Fig. 

2A, apnea in sec, fast-FPI: 19.1±2.4, median = 16.0, IQR = 12.0-24.3, n = 16; standard-FPI: 

24.9±4.0, median = 17.0, IQR = 12.8-36.0, n = 16, p>0.05 by Mann-Whitney U test).  Although 

the duration of apnea was not different, few rats exposed to fast-rate FPI demonstrated post 

injury seizures (0 of 16 rats subject to fast-rate FPI) while a majority of the rats exposed to 

standard rate FPI developed stage 3 or higher seizures (13 of 18 rats subject to fast-rate FPI). The 

difference in the percent of rats that developed seizures following fast- and standard rate injuries 

was statistically significant (percent of rats that developed seizures, sham: 0, n = 7; fast-FPI: 0, n 

= 16; standard-FPI: 72.2, n = 18, p<0.05 for sham versus standard,  p<0.05 for fast versus 

standard and p>0.05 for sham versus fast by Chi-Square test). Injury using a standard rate of rise 

to peak pressure resulted in 22.2% mortality in the rats (4 of 18 rats: 2 rats died from post-injury 

apnea and 2 rats died following continuous post-traumatic seizures). However, none of the rats 

exposed to fast-rate FPI at identical peak pressures died following injury indicating a 

significantly lower mortality following fast-rate injury (percent mortality within 1 hour after FPI, 

sham: 0, n = 7; fast-FPI: 0, n = 16; standard-FPI: 22.2, n = 18, p<0.05 for sham versus standard,  

p<0.05 for fast versus standard and p>0.05 for sham versus fast by Chi-Square test; data from 
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animals used for immediate histological assessment). Similar results were obtained in animals 

used for histological and physiological studies one week after FPI (percent mortality within 1 

hour after FPI, sham: 0, n = 14; fast-FPI: 0, n = 16; standard-FPI: 22.7, n = 22, p<0.05 for sham 

versus standard, p<0.05 for fast versus standard and p>0.05 for sham versus fast by Chi-Square 

test). Moreover, although rats injured using either waveform showed increase in latency of 

response to toe-pinch and recovery of righting reflex compared to controls, rats subject to fast-

rate FPI exhibited a significantly faster recovery of response to toe-pinch than rats that 

underwent standard-rate FPI (Fig. 2B, latency to recovery of toe-pinch in sec in rats examined at 

the 1 week time point, sham: 4.6±0.4, median = 4.0, IQR = 4.0-5.5,  n = 5; fast-FPI: 17.0±1.1, 

median = 16.0, IQR = 15.0-19.5,  n = 5; standard-FPI: 70.4±12.7, median = 73.0, IQR = 41.5-

98.0,  n = 5, p<0.05 for all pairwise comparisons by Mann-Whitney U test corrected for multiple 

comparisons using Bonferroni method). Similarly, rats that sustained fast-rate FPI exhibited 

earlier return of righting reflex compared to rats injured at standard-rate FPI (Fig. 2C, return of 

righting reflex in sec in rats examined at the 1 week time point, sham: 26.0±1.7, median = 25.0, 

IQR = 22.5-30.0,  n = 5; fast-FPI: 115.80±33.5, median = 89.0, IQR = 63.0-182.0,  n = 5; 

standard-FPI: 332.4±41.9, median = 287.0, IQR = 262.0-425.5,  n = 5, p<0.05 for all pairwise 

comparisons by Mann-Whitney U test corrected for multiple comparisons using Bonferroni 

method). Together the immediate neurobehavioral data suggest that even when peak injury 

pressures are similar, the fast-rate injuries result in less severe early neurological deficits 

compared to standard-rate injuries.    

Injury rate modifies the extent of early hilar neuronal injury. 

Next, we examined whether the injury rate-specific difference in immediate neurobehavioral 

outcome was associated with differences in cellular responses to injury at fast and standard rates. 
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Previous studies have shown that moderate injuries at standard-rate, using the pendulum-style 

FPI device, lead to instantaneous mechanical injury35 and early degeneration36 of neurons in the 

hilus of the dentate gyrus.  Similar to earlier studies,35 sections from sham-control rats treated 

with the Gallyas silver stain35, 38 revealed negligible hilar staining, in contrast to the dense 

staining of hilar neuronal somata and dendrites following standard-rate injury (Fig.3A,C). 

Importantly, the somatic silver staining following fast-rate FPI was relatively sparse, indicating 

reduced mechanical damage to dentate neurons than after standard-rate FPI at similar peak 

pressures (Fig.3A-C, n = 3-4 sections from 3 rats each).   To confirm our findings and quantify 

whether the differences in neuronal injury translated to dissimilar early degeneration of neurons 

following FPI at different rates, a second investigator subjected an additional group of rats to 

injuries at fast and standard rates for examination of early post-injury neuronal degeneration. 

Fluoro-Jade C staining performed 4 hours FPI revealed few labeled neurons in sham-controls 

and several degenerating hilar neurons in rats exposed to both fast- and standard-rate FPI 

(Fig.3D-F). Notably, stereological quantification revealed significantly fewer Fluoro-Jade-

immunoreactive dentate hilar neurons in rats subject to fast-rate FPI compared to rats injured at 

standard-rates (Fig. 3G, estimated number of degenerating hilar neurons per section, sham: 

1.13±0.40, median = 1.00, IQR = 0.0-2.0,  n = 8 sections from 2 rats; fast-FPI: 12.31±2.29, 

median = 9.5, IQR = 4-21,  n = 16 sections from 3 rats; standard FPI: 75.58±9.2, median = 65.0, 

IQR = 38.0-91.0,  n = 19 sections from 3 rats, p<0.05, H = 33.575, df = 2 by Kruskal-Wallis One 

Way ANOVA on Ranks). Pairwise multiple comparison by Dunn’s Method showed a 

statistically significant difference in degenerating neurons between sham and standard-rate FPI 

and between standard- and fast-rate FPI. However, the difference in the number of degenerating 

neuron per section between sham and fast-rate FPI failed to reach statistical significance. 



Neuberger et al., Page 12 of 28 
 

Collectively, the immediate post-injury behavioral assessment and early cellular damage 

demonstrate that even when peak pressures are the same, the rate of impact influences the 

immediate cellular pathology and neurological assessment measures.  Moreover, the rate-specific 

differences in early neurobehavioral assessment and cellular damage suggest that rats exposed to 

fast-rate FPI may have a milder injury and thus show improved neurological prognosis compared 

to rats receiving standard-rate FPI at identical peak pressure.  

Absence of rate-specific difference in dentate cell loss and excitability one week after FPI 

Given the difference in early neuronal degeneration following FPI at fast and standard rates, we 

examined whether rate-specific differences in hilar neuronal loss were observed one week after 

FPI, a time point at which the cellular and physiological changes in the dentate gyrus have been 

extensively characterized after FPI using pendulum-style devices.7, 8, 11, 35, 36  In sections obtained 

from rats perfused 1 week after injury, NeuN staining for neuronal nuclei revealed fewer NeuN 

immunoreactive neurons in the dentate hilus following both fast- and standard-rate FPI than in 

sham-controls (Fig 4A).  Stereological cell counts revealed a significant decrease in hilar neurons 

after both fast- and standard-rate FPI (Fig 4A-C, NeuN-positive hilar neurons per section, sham: 

523.3±44.0, median = 476.0, IQR = 358.8-549.0, n = 24 sections from 3 rats; fast-FPI: 

372.4±32.1, median = 335.5, IQR = 288.3-457.5,  n = 18 sections from 3 rats; standard-FPI: 

322.1±27.4, median = 287.0, IQR = 216.0-411.0, n = 23 sections from 3 rats, p<0.05, H = 

14.029, df=2 by Kruskal-Wallis One Way ANOVA on Ranks). Pairwise multiple comparison by 

Dunn’s Method showed that the difference in the number of surviving NeuN-positive neurons 

between sham and standard-rate FPI and between sham and fast-rate FPI were statistically 

significant.  In contrast to the rate dependent effect on neuronal injury observed 4 hours after 

FPI, the difference in the number of NeuN-labeled neurons was not different between fast- and 
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standard-rate FPI one week after injury. Given the disparity between hilar neuronal degeneration 

following fast- and standard-rate FPI at 4 hours, this could suggest recovery of some 

mechanically injured neurons following standard-rate FPI.35 However, since Fluoro-Jade labels 

irrevocably degenerating neurons, our data likely indicate a greater progression of hilar cell loss 

within hours to a week following fast-rate FPI.  

Several groups have consistently demonstrated an increase in dentate network excitability and 

altered inhibition one week after FPI using the pendulum-style device.7, 8, 11, 35, 36  The hilar 

neuronal loss and increase in dentate excitability have been suggested to predict development of 

long-term neurological complications such as post-traumatic epilepsy.11, 35 Therefore, we 

examined the granule cell population response to afferent activation in order to assess the effect 

of injury-rate on neurophysiological outcomes one week after FPI. As illustrated in Figure 5A, 

while the granule cell population response evoked by perforant path stimulation at 4 mA rarely 

showed population spikes in sham-control rats, afferent activation reliably elicited population 

spikes in granule cells one week after fast- and standard-rate FPI. Summary data demonstrate 

that the afferent-evoked granule cell population spike amplitude in rats injured at either rate, 

while significantly enhanced from sham-controls, was not different between slices from rats 

injured with fast-rate or standard-rate FPI (Fig. 5B, sham: n = 13 slices from 5 rats; fast-FPI: n = 

12 slices from 6 rats, standard-FPI: n = 12 slices from 6 rats, significance determined by two-

way repeated-measures ANOVA followed by post-hoc Tukey’s test). Earlier studies have 

identified that brain injury with the pendulum-style FPI device enhances excitability of the 

dentate excitatory network, measured in the presence of GABAA receptor (GABAAR) 

antagonists.7  To determine whether injuries at fast- and standard-rates differentially impacted 

the excitability of the dentate excitatory network we examined the perforant path-evoked granule 
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cell field responses in slices which were perfused with SR95531 (10 µM, gabazine) a GABAAR 

antagonist.  Once again, the amplitude of the first population spike in response to afferent 

activation was greater in slices from head-injured rats compared with sham-controls (Fig. 5C). 

Additionally, the slices from rats subject to FPI showed an increase in the number of afferent-

evoked population spikes (Fig. 5C). However, neither the amplitude of the first population spike 

nor the number of population spikes in response to perforant path stimulation (inset in Fig. 5D, 

top panel) were different between slices from rats exposed to fast- and standard-rate FPI (Fig. 

5D, sham: n = 13 slices from 5 rats; fast-FPI: n = 12 slices from 6 rats, standard-FPI: n = 12 

slices from 6 rats, significance determined by two-way repeated-measures ANOVA followed by 

post-hoc Tukey’s test).  Together, our studies on fast- and standard-rate FPI at similar peak 

impact pressures indicate that although the superior neurobehavioral outcome and reduced 

cellular injury measures within hours following fast-rate injury suggest that fast-rate trauma 

leads to a milder TBI than slower rate injury, the extent of cell loss and physiological 

dysfunction after fast-rate injury are comparable to moderate TBI within a week after injury.   
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Discussion  

The use of a novel programmable VC-FPI device allowed us to examine a fundamental 

question concerning how differences in the rate of delivery of a concussive wave alters 

neurological outcome following brain injury.  We demonstrate, for the first time, that even when 

peak injury pressures are similar, the rate of rise to peak impact pressure modifies the immediate 

cellular injury. Although both the early behavioral assessment and neuronal degeneration within 

4 hours after injury suggest that fast-rate injuries lead to reduced neurological damage compared 

to slower-rate injuries, studies performed one week after injury demonstrate similar extent of 

dentate hilar cell loss and increase in network excitability following fast- and slower-rate 

injuries. Our findings suggest that a better immediate neurological outcome following fast injury 

may mask the severity of neuropathology at later time points. Since strategies for evaluation of 

injury severity rely primarily on early clinical measures,31 our data suggest the need to consider 

the effect of injury rate in shaping the cellular and physiological response at later time points 

while managing patients sustaining fast‐rate and slower-rate concussive injuries. 

TBI can result from a wide spectrum of injuries ranging from falls that occur at relatively 

slow impact velocities18, to sports injuries and traffic accidents which represent higher rate 

impacts to,43, 44 at the other end of the spectrum, the extremely rapid waves generated by blasts.20, 

21 Fast-rate TBI following exposure to explosive blasts is the signature injury of the recent wars30 

and a growing issue facing veterans. The primary impact waves of blast TBI have a faster rise to 

peak pressure than non-blast concussive TBI.18-21, 45 Most contemporary studies use inherently 

different devices such as explosions or blast tubes to generate fast-rate injuries,46-49 or FPI 

devices6, 28 to deliver standard fixed concussive waveforms. The inability to independently 

control rate and magnitude in the pendulum-style FPI device and use of different devices to 
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model injuries at different rates renders it difficult to directly compare rate-specific changes in 

neuropathology without differences in peak pressure and device-dependent confounding factors. 

The prototype voice coil driven FPI device34 enabled us to overcome these technical obstacles 

and demonstrate that, even at constant peak pressures, the rate of fluid percussion directly affects 

the immediate neurological response. Despite the limitation that the fast-rate FPI waveform 

generated by our programmable FPI device was slower than the typical blast waveform,21, 30 our 

study presents the first demonstration that injury rate can modify the ability of early neurological 

measures to predict the subsequent neuropathology. Another potential caveat is that while the 

peak pressures are similar, the fast injury waveform in the current study had a shorter duration 

than the standard wave. Thus the impulse, a measure of energy transfer determined as the area 

under the pressure curve, in fast-rate FPI is lower than in standard-rate FPI. However, real world 

high-rate injuries such as blast waves usually have a brief duration compared to the standard 

concussive waveform modeled by the pendulum-style FPI device.21, 30 Moreover, although it 

might be expected that the fast-rate, low impulse injury would lead to a milder TBI, it is notable 

that fast-rate FPI produced comparable cellular and physiological pathology at one week as 

standard-rate, higher-impact injuries. Our finding that both fast- and standard-rate FPI result in 

similar dentate hilar cell loss and alterations in network excitability one week after FPI, 

notwithstanding a dramatically milder neurobehavioral assessment immediately after fast-rate 

FPI have important implications for assessment of blast and non-blast TBI. The Glasgow Coma 

Scale, or a modified version, is widely used to assess severity of neurological injury and predict 

prognosis following TBI.30, 31, 50 Our data indicate that post-injury criteria, which seem to reliably 

predict prognosis following increasing magnitudes of impact at similar rates27-29  may need to 

consider the effect of impact rate for fast-rate injuries such as blast-TBI.     
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Our histological studies four hours after injury demonstrate that the immediate cellular 

injury and degeneration is considerably milder following fast-rate FPI than after standard-rate 

FPI. What are the mechanisms that could account for the subsequent absence of rate-specific 

difference in hilar cell loss and network excitability one week after injury? Structural 

characteristics of cytoskeletal elements in somato-dendritic compartments may underlie the 

difference in mechanical damage induced by fast- and slower-rate FPI. It is possible that axons 

which have distinctive cytoskeletal components51 may be more vulnerable to injury during fast-

rate TBI. Consistent with this possibility, diffuse axonal injury takes a longer time to manifest52, 

53 compared to considerable early somato-dendritic injury evident in silver-stained sections from 

rats exposed to standard-rate injury.  Additionally, high-rate TBI is typically associated with 

extensive white matter injury.54, 55 An equally possible alternative is that fast-rate injuries lead to 

greater progressive excitotoxic cell death56-58 leading to increased network excitability.  While 

the exact mechanisms remain to be elucidated, it is evident that the progression of 

neuropathology following fast-rate FPI is different than after slower-rate TBI. The observed 

divergence between early post-injury assessment and subsequent cellular and physiological 

outcome following fast- and standard-rate FPI suggest that early behavioral measures used to 

predict prognosis following slower-rate TBI may underestimate the severity of long-term 

neurological outcome following fast-rate, blast-related TBI.   
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Figure legends 

Figure 1.  Schematic of the VC-FPI device and representative FPI waveforms.  

A. Schematic of the programmable VC-FPI device that independently controls key variables 

defining the waveform and can generate high‐rate blast‐like injuries. The system utilizes a voice 

coil actuator to generate a precise temporal forcing function under closed loop controlled with a 

proportional–integral–derivative (PID) motion controller and linear encoder with a 1 μm 

resolution. The voice coil is coupled to a syringe filled with water that delivers the fluid 

percussion injury. In this study, the device was programmed to alter the rates of pressure rise, 

keeping the pressure peak consistent.  B.  Representative fast- and standard-rate pressure 

waveforms obtained during animal injuries using the VC-FPI device are overlaid on a trace from 

the pendulum-style FPI device (Virginia Commonwealth University, VA) for comparison.   

Figure 2. Injury rate impacts immediate post-injury behavior. 

A. Summary plot of the average duration of apnea immediately following fast- and standard-rate 

FPI.    B-C. Summary histograms shows the duration of recovery of response to toe pinch (B) 

and time to recovery of righting reflex (C) following injuries. * denotes significance compared to 

sham by Mann-Whitney U test following Bonferroni correction for multiple comparisons. # 

denotes significance compared to fast-rate FPI by Mann-Whitney U test following Bonferroni 

correction for multiple comparisons. 

Figure 3. Differential early dentate neuronal injury and degeneration after fast- and 

standard-rate FPI within 4 hours after injury. 

A-C. Representative sections from the dentate gyrus of rats fixed 4 hours after sham-, fast-rate 

and standard-rate FPI and stained with the Gallyas silver stain to reveal neurons with mechanical 
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injury. Note the lack of staining in controls (A), the sparse staining after fast-rate FPI (B) and 

presence of numerous darkly stained cells in the dentate hilus and also a subset of the darkly 

stained cells in the granule cell layer (GCL) after standard-rate FPI (C).  D-F. Fluoro-Jade C 

stained hippocampal sections from rats perfused 4-6 hours after FPI show few labeled hilar 

neurons in the sham-control (D), several labeled neurons following fast-rate FPI (E) and 

numerous degenerating neurons in the dentate hilus after standard-rate FPI (F). G. Summary 

histogram of stereological counts of Fluoro-Jade C-labeled hilar neurons in animals subject to 

the injury paradigms.  * denotes significance by one-way ANOVA for ranks followed by post-

hoc pairwise comparison by Dunn’s method. 

Figure 4.  Dentate hilar neuronal loss 1 week after fast- and standard-rate FPI. 

A-C. Representative NeuN stained hippocampal sections from rats perfused 1 week after injury 

show significantly more neurons in the hilus of sham-controls (A) compared to rats exposed to 

either fast- (B) or standard-rate FPI (C).  D. Summary data compare stereological counts of 

NeuN-labeled neurons in sections from sham-controls and rats subject to fast- and standard-rate 

FPI. GCL, Granule Cell Layer. * denotes significance and N.S indicates not significant by one-

way ANOVA for ranks followed by post-hoc pairwise comparison by Dunn’s method.  

Figure 5. Absence of rate-specific difference in dentate excitability one week after FPI. 

A. Representative dentate granule cell field responses evoked by a 4mA stimulus to the perforant 

path. Recordings were performed in control aCSF.  B. Summary plot of afferent evoked 

population spike amplitude in aCSF.  C. Dentate population responses evoked by perforant path 

stimulation at 4mA in the GABAA receptor antagonist SR95531 (10µM). D. Summary plot of 

perforant path-evoked granule cell population spike amplitude in SR95531 (10 µM). Inset in top 
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panel shows summary histogram of number of population spikes. *denotes significance by multi-

way repeated measure ANOVA. 
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Yu J, Proddutur A, Elgammal FS, Ito T, Santhakumar V.
Status epilepticus enhances tonic GABA currents and depolarizes
GABA reversal potential in dentate fast-spiking basket cells. J Neu-
rophysiol 109: 000–000, 2013. First published January 16, 2013;
doi:10.1152/jn.00891.2012.—Temporal lobe epilepsy is associated
with loss of interneurons and inhibitory dysfunction in the dentate
gyrus. While status epilepticus (SE) leads to changes in granule cell
inhibition, whether dentate basket cells critical for regulating granule
cell feedforward and feedback inhibition express tonic GABA cur-
rents (IGABA) and undergo changes in inhibition after SE is not
known. We find that interneurons immunoreactive for parvalbumin in
the hilar-subgranular region express GABAA receptor (GABAAR)
�-subunits, which are known to underlie tonic IGABA. Dentate fast-
spiking basket cells (FS-BCs) demonstrate baseline tonic IGABA
blocked by GABAAR antagonists. In morphologically and physiolog-
ically identified FS-BCs, tonic IGABA is enhanced 1 wk after pilo-
carpine-induced SE, despite simultaneous reduction in spontaneous
inhibitory postsynaptic current (sIPSC) frequency. Amplitude of tonic
IGABA in control and post-SE FS-BCs is enhanced by 4,5,6,7-tetra-
hydroisoxazolo[5,4-c]pyridin-3-ol (THIP), demonstrating the contri-
bution of GABAAR �-subunits. Whereas FS-BC resting membrane
potential is unchanged after SE, perforated-patch recordings from
FS-BCs show that the reversal potential for GABA currents (EGABA)
is depolarized after SE. In model FS-BCs, increasing tonic GABA
conductance decreased excitability when EGABA was shunting and
increased excitability when EGABA was depolarizing. Although sim-
ulated focal afferent activation evoked seizurelike activity in model
dentate networks with FS-BC tonic GABA conductance and shunting
EGABA, excitability of identical networks with depolarizing FS-BC
EGABA showed lower activity levels. Thus, together, post-SE changes
in tonic IGABA and EGABA maintain homeostasis of FS-BC activity
and limit increases in dentate excitability. These findings have impli-
cations for normal FS-BC function and can inform studies examining
comorbidities and therapeutics following SE.

interneuron; epilepsy; tonic inhibition

ACQUIRED TEMPORAL LOBE EPILEPSY occurring as a consequence
of unprovoked seizures is marked by neuropathological
changes in the dentate gyrus (Margerison and Corsellis 1966).
Alterations in granule cell inhibition, resulting from loss or
dysfunction of GABAergic interneurons, have been proposed
to contribute to development of epilepsy (Cossart et al. 2005;
Coulter 2001). The early period within a week after status
epilepticus (SE) is characterized by enhanced entorhinal input

to the dentate gyrus (Bragin et al. 2004; Kobayashi et al. 2003)
and is associated with changes in granule cell GABA currents
(IGABA) (Kobayashi and Buckmaster 2003; Zhan and Nadler
2009) and GABA reversal potential (EGABA) (Pathak et al.
2007). The cellular and synaptic changes that occur prior to
development of spontaneous seizures have been the focus of
several studies because of their potential to contribute to the
epileptogenic process rather than being a side effect of epilepsy
(Brooks-Kayal et al. 1998; Kobayashi et al. 2003; Pathak et al.
2007). SE leads to loss and structural reorganization of in-
terneurons and alterations in their excitatory inputs (Zhang and
Buckmaster 2009; Zhang et al. 2009). Although interneuronal
inhibition underlies generation of brain rhythms and regulates
network activity levels (Buzsaki 2006), whether interneuronal
inhibition shows early changes after SE remains untested.
Fast-spiking basket cells (FS-BCs), a class of interneurons

with perisomatic projections, are critical for maintaining the
low excitability and sparse firing of dentate granule cells and
contribute to feedforward and feedback dentate inhibition
(Ewell and Jones 2010; Kraushaar and Jonas 2000). Dentate
FS-BCs express the calcium-binding protein parvalbumin
(PV), have a characteristic high-frequency nonadapting firing
pattern (Harney and Jones 2002; Hefft and Jonas 2005), and
are interconnected through high-fidelity GABAergic synapses
(Bartos et al. 2001). Apart from synaptic GABAA receptors
(GABAARs), granule cells and certain interneurons express
extra- and perisynaptic high-affinity GABAARs that contribute
to “tonic” IGABA (Farrant and Nusser 2005; Scimemi et al.
2005). GABAARs containing �-subunits contribute to tonic
IGABA in dentate granule cells and molecular layer interneurons
(Glykys et al. 2007; Mtchedlishvili and Kapur 2006; Wei et al.
2003). Previous studies have shown that nonprincipal neurons
in the dentate hilus express GABAAR �-subunits (Peng et al.
2004); however, whether dentate FS-BCs express tonic IGABA
is not known. Since tonic IGABA regulates neuronal excitability
and can undergo activity-dependent changes during synaptic
GABA spillover (Glykys and Mody 2007), the presence of
tonic IGABA in FS-BCs will impact their function during
network activity. Moreover, FS-BC tonic IGABA may be altered
after SE, as has been observed in granule cells (Zhan and
Nadler 2009; Zhang et al. 2007).
GABAergic inhibition is hyperpolarizing when EGABA is

negative to neuronal resting membrane potential (RMP) and
shunting when EGABA is close to RMP. Hippocampal and
dentate interneuronal EGABA has been shown to lie positive to
RMP, contributing to shunting inhibition (Banke and McBain
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2006; Vida et al. 2006). Curiously, whether SE alters interneu-
ronal EGABA, as was demonstrated in granule cells (Pathak et
al. 2007), is not known. Interactions between GABA conduc-
tance (gGABA) and EGABA determine the net effect of tonic
IGABA on neuronal excitability (Song et al. 2011). Therefore,
we examined whether dentate FS-BCs express tonic IGABA and
whether FS-BC tonic IGABA and EGABA are altered 1 wk after
SE. Using single-cell models and large-scale network simula-
tions, we characterized how the experimentally identified
post-SE changes in FS-BC tonic inhibition influence FS-BC
and dentate network activity.

MATERIALS AND METHODS

Pilocarpine status epilepticus. All procedures were performed
under protocols approved by the University of Medicine and Dentistry
of New Jersey Institutional Animal Care and Use Committee. Pilo-
carpine injection was performed as previously reported (Zhang et al.
2009). Young adult male Wistar rats between postnatal days 25 and 27
were injected with scopolamine methyl nitrate (1 mg/kg sc) 30 min
before pilocarpine injection. SE was induced by injection of pilo-
carpine (300 mg/kg ip). After 1 h and 30 min of continuous stage 3 or
greater seizures (Racine scale), diazepam (10 mg/kg ip) was admin-
istered and repeated as needed to terminate seizures. Control rats
received scopolamine pretreatment followed by saline injection (ip)
and diazepam after 2 h. Animals were video monitored (continuous
video recording for 8 h on the day before experimentation with a
PC333HR high-resolution camera coupled to a 4 Channel H.264
Pentaplex Digital Video Recorder) to rule out occurrence of sponta-
neous seizures. Unless otherwise stated, all anatomical and physio-
logical studies were conducted on seizure-free rats 6–8 days after
pilocarpine-SE and in age-matched, saline-injected control rats.

Slice preparation. One week (6–8 days) after saline injection or
pilocarpine-induced SE, rats were anesthetized with isoflurane and
decapitated. Horizontal brain slices (300 �m for patch clamp and 400
�m for field experiments) were prepared in ice-cold sucrose-artificial
cerebrospinal fluid (sucrose-aCSF) containing (in mM) 85 NaCl, 75
sucrose, 24 NaHCO3, 25 glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4,
and 0.5 CaCl2 with a Leica VT1200S Vibratome (Wetzlar, Germany).
The slices were sagittally bisected and incubated at 32 � 1°C for 30
min in a submerged holding chamber containing an equal volume of
sucrose-aCSF and recording aCSF and subsequently held at room
temperature (RT). The recording aCSF contained (in mM) 126 NaCl,
2.5 KCl, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10
D-glucose. All solutions were saturated with 95% O2-5% CO2 and
maintained at a pH of 7.4 for 1–6 h.

In vitro electrophysiology. For patch-clamp recordings, slices (300
�m) were transferred to a submerged recording chamber and perfused
with oxygenated aCSF at 33 � 1°C. Whole cell voltage- and current-
clamp recordings from interneurons at the border of the hilus and
granule cell layer were performed with IR-DIC visualization tech-
niques with a Nikon Eclipse FN-1 microscope, using a �40 water-
immersion objective. Recordings were obtained with Axon Instru-
ments MultiClamp 700B (Molecular Devices, Sunnyvale, CA). Data
were low-pass filtered at 3 kHz, digitized with DigiData 1440A, and
acquired with pCLAMP 10 at 10-kHz sampling frequency. Tonic and
synaptic IGABA were recorded in perfusing aCSF containing the
glutamate receptor antagonist kynurenic acid (KyA, 3 mM; Tocris,
Ellisville, MO). No additional GABA was included in the recording
solution. Except in experiments presented in Fig. 5D, GABA trans-
porter antagonists were not included in the recording solution. Re-
cordings were obtained with microelectrodes (5–7 M�) containing (in
mM) 125 KCl, 10 K-gluconate, 10 HEPES, 2 MgCl2, 0.2 EGTA, 2
Na-ATP, 0.5 Na-GTP, and 10 phosphocreatine titrated to a pH of 7.25
with KOH. Biocytin (0.2%) was included in the internal solution for
post hoc cell identification (Santhakumar et al. 2010). Recorded

neurons were initially held at �70 mV, and the responses to 1.5-s
positive and negative current injections were examined to determine
active and passive characteristics. Cells with nonadapting, high-
frequency firing for the entire duration of the current injection and low
input resistance (Rin) (�150 M�) were classified as FS-BCs (Hefft
and Jonas 2005). Neurons with adapting firing, high Rin (�150 M�),
and sag during negative current injection were considered non-fast-
spiking interneurons (non-FS-INs) (Hefft and Jonas 2005). Post hoc
biocytin immunostaining and morphological analysis were used to
definitively identify FS-BCs included in this study, on the basis of
presence of axon terminals in the granule cell layer. After current-
clamp recordings, cells were held in voltage clamp at �70 mV for
analysis of GABA currents. Tonic IGABA, steady-state currents
blocked by the GABAAR antagonist SR95531 (10 �M), was mea-
sured as described previously (Gupta et al. 2012) with custom macros
in IGOR Pro 7.0 software (WaveMetrics, Lake Oswego, OR). Briefly,
the magnitude of tonic IGABA was calculated by plotting all-point
histograms of relevant 30-s segments of data. These data were fit to
Gaussian equations, constraining fits to values two bins more negative
than the peak. This ensured that the tail of higher-amplitude values
[representing spontaneous inhibitory postsynaptic currents (sIPSCs)]
did not influence the fit (Santhakumar et al. 2006, 2010). Recordings
were discontinued if series resistance increased by �20%. Cell
capacitance was measured with the automated function in Multiclamp
700B. In some experiments, 4,5,6,7-tetrahydroisoxazolo[5,4-c]pyri-
din-3-ol (THIP, 1 �M), a selective GABAAR agonist with a prefer-
ence for �-subunit-containing GABAARs (Brown et al. 2002), or the
GABA transporter-1 uptake inhibitor 1-[2-[[(diphenylmethylene)imi-
no]oxy]ethyl]-1,2,5,6-tetrahydro-3-pyridinecarboxylic acid hydro-
chloride (NO-711, 10 �M) was included in the external solution.
Individual sIPSCs were detected with custom software in IGOR Pro
7.0 (Gupta et al. 2012; Santhakumar et al. 2010). Events were
visualized, and any “noise” that spuriously met trigger specifications
was rejected. Cumulative probability plots of sIPSC parameters were
constructed with IGOR Pro by pooling an equal number of sIPSCs
from each cell.
Gramicidin-perforated-patch recordings were performed to prevent

alteration of the intracellular chloride concentration by the pipette
solution (Ebihara et al. 1995). Intracellular solution contained (mM)
135 KCl, 0.5 CaCl2, 5 Na2EGTA, 10 HEPES, 2 MgCl2, and 2 Mg
ATP, with 0.2% biocytin, pH set to 7.2 with KOH and gramicidin D
(100 �g/�l with 1% DMSO final concentration). Electrode tips were
filled with gramicidin-free internal solution and back-filled with the
solution containing gramicidin D. On formation of a tight seal,
responses to positive and negative current injections were recorded in
cell-attached mode for physiological identification. A cocktail con-
taining tetrodotoxin (TTX, 1 �M), 6,7-dinitroquinoxaline-2,3-dione
(DNQX, 20 �M), and D-(�)-2-amino-5-phosphonopentanoic acid
(APV, 50 �M) (Tocris), to block Na	 channels, AMPA receptors, and
NMDA receptors, was used to isolate IGABA. Perforated-patch record-
ings were obtained after series resistance had stabilized between 80
and 100 M�, 
40 min after patch formation. Series resistance was
monitored at 2-min intervals, and data were rejected when resistance
suddenly decreased, indicating rupture of the perforated patch. In
some initial experiments Alexa Fluor 488 (50–100 �M) was included
in the pipette to confirm that the change in resistance was a reliable
and adequate indicator of patch rupture. A Picospritzer (PMI-100,
Dagan) was used to apply GABA (100 �M, containing blockers of
synaptic transmission mentioned above) at 10 psi from a pipette
resting 10–20 �m above the slice at the position of the recorded soma.
Voltage ramps �130 to 	10 mV over 200 ms applied from a holding
potential of�60 mV in the absence and presence of GABA were used
to determine EGABA. The membrane voltage at which the current
traces, obtained in the presence and absence of GABA, crossed was
measured as the apparent EGABA (Billups and Attwell 2002). RMP
was measured as the potential at which holding current � 0 pA. All
measurements were corrected for a liquid junction potential and
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voltage drop across series resistance. In a subset of cells, EGABA was
also estimated by systematically varying the steady-state holding
potential and estimating the reversal potential of GABA-evoked
currents (Verheugen et al. 1999). After rupture of the patch, cells were
filled and processed for biocytin immunostaining and morphological
identification. Cells in which the access after patch rupture was
inadequate were repatched with a gramicidin-free internal solution for
biocytin fill. Tight-seal cell-attached recordings were obtained from
FS-BCs with electrodes containing the gramicidin-free KCl-based
internal solution in standard aCSF. Recordings were obtained in
current-clamp mode with zero current injection. At the end of the
recordings, the patch was ruptured to gain whole cell access for
physiological identification and biocytin filling for post hoc morpho-
logical identification.
Field recordings were performed in an interface recording chamber

(BSC2, AutoMate Scientific, Berkeley, CA) perfused with aCSF.
Brain slices (400 �m) rested on filter paper and were stabilized with
platinum wire weights. The tissue was continuously superfused with
humidified 95% O2-5% CO2, and the temperature of the perfusing
solution was maintained at 34°C with a proportional control heating
unit (PTC03, AutoMate Scientific). Field recordings of evoked pop-
ulation spikes in the granule cell layer of the dentate gyrus were
obtained with patch pipettes filled with recording aCSF. To evoke the
field responses, constant-current stimuli (0.5–4 mA, 50 �s) were
applied at 0.1 Hz through a bipolar 90-�m tungsten stimulating
electrode placed in the perforant path, at the junction of the dorsal
blade and the crest just outside the fissure where it was visualized as
a fiber tract (Gupta et al. 2012; Santhakumar et al. 2001), and coupled
to a high-voltage stimulus isolator (A365R, WPI, Sarasota, FL).
Recordings were obtained with an AxoPatch200B amplifier, filtered at
4 kHz with a Bessel filter, and digitized at 10 kHz with a DigiData
1440A analog-digital interface (Molecular Devices). The field re-
sponses in the granule cell layer were measured at five predetermined
points in each slice (Santhakumar et al. 2000), including the tips of the
dorsal and the ventral blades, the middle of the dorsal and ventral
blades, and the middle of the crest, and the largest response was
studied further. All salts were purchased from Sigma-Aldrich (St.
Louis, MO).

Anatomical methods. NeuN staining was performed on sections
from rats perfused with 4% paraformaldehyde 1 wk after pilocarpine-
induced SE and from age-matched, saline-injected control rats. Sec-
tions (40 �m) were incubated overnight at RT with anti-NeuN
antibody (MAB377, 1:10,000, mouse monoclonal; Millipore) in 0.3%
Triton X-100 and 2% normal goat serum (NGS) in phosphate-
buffered saline (PBS). Sections were reacted with Alexa Fluor 594-
conjugated goat anti-mouse secondary to reveal staining. Quantifica-
tion was performed on every 11th section along the septo-temporal
extent of the hippocampus. Cell counts were performed with the
optical fractionator of Stereo Investigator V.10.02 (MBF Bioscience,
Williston, VT) on an Olympus BX51 microscope with a �100 oil
objective. In each section, the hilus was outlined by a contour traced
with a �10 objective. Sampling parameters were set at 100�: count-
ing frame � 50 �m � 50 �m, dissector height � 30 �m, and top
guard zone� 5 �m. Approximately 25 sites per contour were selected
with randomized systematic sampling protocols in Stereo Investigator
(West et al. 1991).
Immunohistological studies were performed in rats perfused 1 wk

after SE and in age-matched control rats. Sections were selected at
random from the entire septo-temporal extent of the hippocampus.
Sections were processed for antigen retrieval in a water bath (Peng et
al. 2004). Briefly, free-floating sections were incubated in 0.05 M
sodium citrate solution, pH 6.0 at RT (30 min), and subsequently
heated in a water bath at 90°C for 30 min. Sections were allowed to
cool at RT for 30 min and rinsed in PBS. Sections were processed for
double immunofluorescence labeling for GABAAR �-subunit or
KCC2 and PV. After antigen retrieval, sections were blocked with
10% NGS and 0.3% Triton X-100 in PBS at RT for 1 h and incubated

in a solution containing rabbit anti-� (1:200; 868-GDN, Phospho-
Solutions) and monoclonal mouse anti-PV (1.5:1,000; 235, Swant) in
PBS with 0.3% Triton X-100 and 2% NGS at RT for 24 h. Sections
were rinsed in PBS and incubated at 4°C for 24 h in a mixture of goat
anti-rabbit IgG conjugated to Alexa Fluor 488 (1:250) to reveal
GABAAR �-subunit and goat anti-mouse labeled with Alexa Fluor
594 (1:500) to reveal PV. Similar procedures were used to examine
double labeling for KCC2 and PV with polyclonal rabbit anti-KCC2
(1:200; Millipore) and monoclonal mouse anti-PV (1.5:1,000; 235,
Swant) and appropriate secondary antibodies. Sections were rinsed in
PBS and mounted with Vectashield (Vector Labs). Controls in which
primary antibody was omitted were routinely included. Additionally,
sections from mice lacking the GABAAR �-subunit (Gabrd�/� mice,
a generous gift from Dr. Jamie Maguire, Tufts University) were used
to confirm specificity of the GABAAR �-subunit primary antibody.
Double labeling was quantified in the granule cell layer and 100 �m
of the subgranular region of the hilus. The region of interest (ROI)
was outlined by a contour traced with a �10 objective. Sampling
parameters were set at 100�: counting frame � 100 �m � 60 �m,
dissector height � 30 �m, and guard zones � 5 �m. In each section,
an observer marked the outline of PV-positive (PV	) somata in the
ROI under epifluorescence illumination and a �100 oil objective and
switched filters to visually examine the expression of GABAAR
�-subunit in the PV-labeled soma. Neurons were deemed colabeled if
the staining for GABAAR �-subunit shared the outline of the PV-
labeled soma and had a greater intensity than the hilar neuropil. The
percentage of PV-labeled cells that were colabeled for GABAAR
�-subunit was determined. Single-plane confocal images for illustra-
tion were obtained with a Nikon A1R laser confocal microscope with
a�60 water objective and identical camera settings. Semiquantitative
analysis of GABAAR �-subunit and KCC2 fluorescence intensity in
PV	 neurons was performed on images from an equal number of
randomly selected PV	 neurons in the hilar-granule cell layer border
from each section. Images were obtained with a Nikon A1R laser
confocal microscope with a 1.2 NA �60 water objective with iden-
tical camera settings and converted to RGB color mode. An ROI was
traced around PV	 neurons (in the red channel), and the average
grayscale intensity of GABAAR �-subunit was determined in the
green channel (�-subunit). For estimation of KCC2 fluorescence
intensity in PV	 neurons, the ROI was confined to the periphery of
the PV-labeled profile in order to assess membrane expression of
KCC2. Image analysis was performed with ImageJ v1.43u (National
Institutes of Health) by an investigator blind to the treatment.
After physiological recordings, slices were fixed in 0.1 M phos-

phate buffer containing 4% paraformaldehyde at 4°C for 2 days. For
post hoc immunohistochemistry, thick slices (300 �m) were incubated
overnight at RT with anti-PV antibody (PV-28, 1.5:1,000, polyclonal
rabbit, Swant) in 0.3% Triton X-100- and 2% NGS-containing PBS.
Immunoreactions were revealed with Alexa Fluor 488-conjugated
secondary goat antibodies against rabbit IgG (1:250), and biocytin
staining was revealed with Alexa Fluor 594-conjugated streptavidin
(1:1,000). Sections were visualized and imaged with a Nikon A1R
laser confocal microscope with a 1.2 NA �60 water objective. As a
result of prolonged recordings and use of high-chloride internal
solution, few cells showed somatic labeling for PV. When present, the
expression of PV in the soma or dendrites was used as an added
confirmation of cell identity. Cell reconstructions and morphological
analyses were performed with Neurolucida V.10.02 (MBF Biosci-
ence) and confocal image stacks.

Computational modeling. Single FS-BC models and dentate net-
work simulations were implemented with the NEURON 7.0 simula-
tion environment (Hines and Carnevale 1997). The biophysically
realistic FS-BC model was adapted from earlier studies (Dyhrfjeld-
Johnsen et al. 2007; Santhakumar et al. 2005) and included a soma
and two apical and basal dendrites each with four distinct compart-
ments (a total of 17 compartments). Active and passive conductances
were distributed as detailed previously (Santhakumar et al. 2005).
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Sodium and fast delayed-rectifier potassium channels were restricted
to the soma and proximal dendrites. Reversal potential of a nonspe-
cific leak channel was set to �75 mV to modify the basket cell RMP
to match the data from perforated-patch recordings in the present
study. Conductance of the nonspecific leak channel was not altered.
Tonic gGABA was modeled as a linear deterministic leak conductance
with reversal (EGABA) based on experimental data: �74 mV or �54
mV. Tonic gGABA was distributed uniformly in all compartments and
varied from 0 to 0.1 mS/cm2. In some simulations, tonic gGABA was
restricted to the soma and proximal dendrite to determine whether the
distribution of tonic gGABA altered the magnitude of tonic IGABA or
Rin in model FS-BCs. In simulations performed to examine the
biologically relevant range of tonic gGABA (see Fig. 10B), FS-BCs
were simulated with a somatic voltage clamp and EGABA was set to 0
mV to model symmetrical chloride of our physiological recordings.
Model FS-BCs were voltage clamped at �70 mV, tonic gGABA was
varied between 0 and 5 mS/cm2, and tonic IGABA was measured as the
difference in baseline current in the presence and absence of tonic
gGABA. Rin was measured in response to �100-pA current injection. To
examine the effect of tonic IGABA on neuronal excitability, model FS-
BCs were activated by identical 200-Hz Poisson-distributed trains of
excitatory synaptic inputs to the apical distal dendrites. Excitatory syn-
aptic parameters were based on AMPA conductances in previous studies
(Santhakumar et al. 2005), with the synaptic AMPA conductance
(gAMPA) set at 3 nS to simulate low activity levels and gAMPA � 20 nS
to simulate high activity levels. The effect of increasing tonic gGABA on
evoked firing of the model FS-BC was examined with EGABA set at�74
mV (control) and �54 mV (after SE).
The large-scale, topologically and biophysically constrained model

network used in this study was adapted from the 500-cell network
described by Santhakumar et al. (2005) and expanded to include 1,000
granule cells, 30 mossy cells, 12 basket cells, and 12 hilar interneu-
rons. The multicompartmental single-cell models, distribution and
magnitude of active and passive properties, and synaptic conductances
were based on Santhakumar et al. (2005) and were derived from
anatomical and physiological data in the literature. The networks were
topographically constrained, incorporating the axon distribution of the
cell types, and simulated by distributing the neurons in a ring structure
to avoid edge effects. Enhanced excitability in the early post-SE
condition was modeled by including mossy fiber sprouting, simulated
by adding synaptic connections from granule cells to the proximal
dendrites of granule cells. Since the simulations were designed to test
early stages of network excitability (1 wk after SE), the degree of
mossy fiber sprouting in the model was set at 20% of the maximal
sprouting observed in the pilocarpine model of epilepsy (Dyhrfjeld-
Johnsen et al. 2007). In a second set of simulations, both sprouting and
hilar neuronal loss were simulated with 20% sprouting as detailed
above and a corresponding deletion of 20% of randomly selected hilar
mossy cells and dendritically projecting interneurons as described in
earlier studies (Santhakumar 2008; Santhakumar et al. 2005). Net-
work models were simulated with 2.5-Hz spontaneous activity in all
1,000 granule cells during the entire duration of the simulation (3,500
ms). Spontaneous activity was simulated as independent Poisson-
distributed spike trains to the perforant path input (Dyhrfjeld-Johnsen
et al. 2007). A single, synchronous synaptic input to 100 granule cells
and 2 local basket cells (at t � 2,001 ms) was used to simulate focally
evoked network firing. The basket cell models (and only basket cell
models) included tonic gGABA (described above in the single-cell
model) distributed uniformly and in all compartments. In networks
simulated with control GABA reversal, EGABA of both tonic and
synaptic GABA currents in all model FS-BCs was set to �74 mV.
Similarly, networks with the post-SE depolarized GABA reversal
were simulated with EGABA for tonic and synaptic GABA currents in
basket cells set to �54 mV. In a subset of simulations including
sprouting and hilar cell loss (see Fig. 11E), EGABA of synaptic and
tonic gGABA were set to different values. The EGABA at GABA
synapses on other neurons was not altered. Simulations included

“synaptic spillover,” modeled to simulate increases in tonic gGABA
that accompany increases in extracellular GABA levels during neu-
ronal activity (Glykys and Mody 2007). Spillover was modeled by
including three “spillover GABA conductances” with progressively
decreasing amplitudes associated with each inhibitory synaptic con-
nection to model FS-BCs. The spillover GABA conductances were
modeled as synapses with slower rise (7 ms) and decay time (200 ms)
constants (Rossi et al. 2003) and had 20%, 10%, and 5% of the peak
conductance of the primary synapse. The effect of basket cell gGABA
and EGABA on the average frequency of granule cell spontaneous
activity and evoked activity were quantified during 1,000–2,000 ms
and 2,001–3,500 ms, respectively. In initial simulations, instantiation
of the network connections was randomized within preset topological
constraints. Each set of simulations was run multiple times, and
summary data are presented as means � SE. In some simulations the
random seed of the network connectivity was set to a specific value,
and the effect of tonic gGABA and EGABA on dentate excitability was
compared in structurally identical networks.

Analysis and statistics. Statistical analysis was performed by paired
and unpaired Student’s t-test (Microsoft Excel 2007) or Kolmogorov-
Smirnov (K-S) test (in IGOR Pro 7.0) for data that were not distrib-
uted normally or univariate and multivariate repeated-measures
ANOVA (Systat) for experiments involving repeated measurements
from the same sample. Significance was set to P � 0.05. Data are
shown as mean � SE or median and interquartile range (IQR) where
appropriate.

RESULTS

Early dentate cell loss and enhanced excitability in young adult
rats after status epilepticus. A single episode of SE following
injection of pilocarpine leads to development of recurrent spon-
taneous seizures and has been used to model acquired epilepsy. In
adult rats, pilocarpine-induced SE replicates the characteristic
hippocampal cell loss and network reorganization observed in
epileptic patients. The presence and extent of cell loss in younger
rats may be variable (Raol et al. 2003). Therefore, we performed
NeuN staining for neuronal nuclei in tissue from control rats and
those subjected to SE to examine whether SE in the young adult
rats (postnatal days 25–27) used in the present study resulted in
dentate hilar cell loss. As illustrated in Fig. 1, comparison of
sections prepared 1 wk after pilocarpine-induced SE (post-SE)
and from age-matched saline-injected control rats revealed a sig-
nificant decrease in NeuN-stained neurons in the dentate hilus
after SE (Fig. 1, A and B; control: 377.5 � 40.4 hilar neurons
counted/section, a total of 4,251 cells counted in 15 sections from
3 rats; post-SE: 225.7� 18.8 hilar neurons counted/section, based
on 2,789 cells counted in 15 sections from 3 rats; 40.2 � 5.0%
decrease, P � 0.05, Student’s t-test) consistent with observations
in previous studies (Kobayashi et al. 2003; Mello et al. 1993;
Zhang et al. 2012). Additionally, hippocampal sections from rats
1 wk after SE but not control rats had degenerating neurons
stained by Fluoro-Jade C in CA1 and CA3 (data not shown), as
observed in previous studies (Ekstrand et al. 2011). These data
demonstrate that the young adult rats used in the present study
show hilar cell loss within a week after SE. Previous studies have
identified changes in dentate excitability and granule cell inhibi-
tion 1–2 wk after SE and prior to onset of epileptic seizures
(Pathak et al. 2007). We examined the population spike (Fig. 1C)
of dentate granule cells in response to perforant path stimulation
to determine whether dentate network excitability was altered 1
wk after SE. Field recordings showed that the amplitude of the
afferent-evoked granule cell population spike was enhanced 1 wk
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after SE compared with age-matched control rats (Fig. 1C). Sum-
mary data demonstrate the post-SE increase in dentate population
spike amplitude at various stimulation intensities [Fig. 1D; con-
trol: n � 8 slices from 4 rats, post-SE: n � 13 slices from 6 rats;
F(1,19) � 8.93, P � 0.05 by univariate repeated-measures
ANOVA]. Even when the population spike amplitude was nor-
malized by the simultaneously recorded field excitatory postsyn-
aptic potential (fEPSP) slope, to account for differences in effec-
tive excitatory synaptic drive in response to stimulation, the
fEPSP-normalized population spike amplitude was significantly
greater in slices from post-SE rats [F(1,19) � 4.8, P � 0.05 by
repeated-measures ANOVA]. Since identifying early SE-induced
changes in dentate inhibition can provide mechanistic insights into
dentate physiology in the latent period leading up to spontaneous
seizures, we focused on inhibitory plasticity of perisomatically
projecting PV-expressing basket cells 1 wk after SE.

GABAAR �-subunits are expressed in parvalbumin-positive
dentate interneurons. In dentate granule cells, SE leads to
alterations in synaptic and extrasynaptic GABAAR expression
and in synaptic and tonic IGABA (Mtchedlishvili and Kapur
2006; Peng et al. 2004; Zhan and Nadler 2009; Zhang et al.
2007). Hippocampal and dentate interneurons appear to ex-
press GABAARs underlying tonic IGABA and demonstrate tonic
IGABA (Glykys et al. 2007; Semyanov et al. 2003; Song et al.
2011). Studies in mice have revealed that GABAAR �-subunits,
known to underlie tonic IGABA, are expressed in presumed in-
terneurons in the hilar-granule cell layer border (Peng et al. 2004).
However, whether perisomatically projecting basket cells, which
express PV and are critical for rapid and precise inhibition
(Freund 2003; Hefft and Jonas 2005), express GABAAR �-sub-
units has not been determined. Confocal images of hippocampal
sections, obtained from rats 1 wk after saline injection or pilo-
carpine-induced SE and immunostained for PV and GABAAR
�-subunits, showed that PV-labeled neurons in the hilar-granule

cell layer border (Fig. 2, A–D, right) consistently demonstrated
somatic labeling for GABAAR �-subunits (Fig. 2, A and C,
center). The intense GABAAR �-subunit labeling of granule cell
dendrites made it difficult to isolate GABAAR �-subunit labeling
of PV	 dendrites in the molecular layer. However, PV	 den-
drites in the hilus of both the control (Fig. 2B) and post-SE (Fig.
2D) rats showed distinct colabeling for GABAAR �-subunit, con-
sistent with somato-dendritic staining for GABAAR �-subunit
observed in other neuronal types (Olah et al. 2009; Zhang et al.
2007). Absence of immunostaining in sections from Gabrd�/�

mice lacking the GABAAR �-subunit was used to confirm spec-
ificity of the GABAAR �-subunit primary antibody (data not
shown). As illustrated by the summary plots, 99.1 � 0.9% of the
115 PV	 neurons from control rats (18 slices from 3 rats) and
97.1� 2.9% of the 120 PV	 neurons from post-SE rats (18 slices
from 3 rats) in the hilar-granule cell layer border (see MATERIALS
AND METHODS) were colabeled for GABAAR �-subunit (Fig. 2E).
The proportion of PV	 neurons labeled for the GABAAR �-sub-
unit was not altered after SE (Fig. 2F; P � 0.05 by Student’s
t-test). However, quantification of the fluorescence intensity for
GABAAR �-subunit expression in PV-labeled neurons from con-
trol and post-SE rats revealed a significant increase in expression
of GABAAR �-subunit after SE (Fig. 2F; grayscale intensity in
arbitrary units: control 14.7 � 5.7, n � 65 cells from 3 rats;
post-SE 24.2 � 15.8, n � 70 cells from 3 rats, P � 0.05 by
Student’s t-test). These data demonstrate expression and post-SE
enhancement of GABAAR �-subunits in PV	 interneurons in the
hilar-granule cell layer border.

Expression of tonic GABA currents in dentate fast-spiking
basket cells. In light of our immunostaining data demonstrating
the expression of GABAAR �-subunits in PV	 interneurons
(Fig. 2), we examined whether PV	 basket cells express
functional tonic IGABA. Dentate PV	 basket cells can be dis-
tinguished from the other interneurons in the hilar-granule cell

Fig. 1. Early changes in dentate network function after
pilocarpine-induced status epilepticus (SE). A and B: pho-
tomicrographs of NeuN-stained sections obtained from rats
perfused 1 wk after saline injection or pilocarpine-induced
SE demonstrate the presence of numerous NeuN-stained
hilar neurons in the section from the control (A) and fewer
hilar NeuN-stained neurons in a level-matched post-SE
section (B). GCL, granule cell layer. Scale bars, 200 �m.
C: representative traces of granule cell field responses evo-
ked by perforant path stimulation in slices from control
(top) and 1 wk after SE (bottom) illustrate the larger popu-
lation spike amplitude in the post-SE dentate. Traces are an
average of 4 trials in response to a 4-mA stimulus to the
perforant path. Arrowheads indicate the location of the
truncated stimulus artifact, and arrows point to the popula-
tion spike. D: summary data demonstrate the post-SE in-
crease in dentate-evoked excitability at various stimulation
intensities. Error bars indicate SE. *P � 0.05 by repeated-
measures ANOVA.
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layer border on the basis of their characteristic morphological
and physiological properties. Previous studies have established
that dentate PV	 basket cells have axon collaterals largely
localized in the granule cell layer, whereas axons of CCK- and
somatostatin-expressing interneurons project to the molecular
layer (Buckmaster et al. 2002; Hefft and Jonas 2005). Thus the
distinctive axonal distribution in the granule cell layer can be
used to morphologically identify PV	 interneurons. Apart
from morphology, the typical high-frequency, nonadapting
firing during depolarizing current injections has been used as a
physiological marker of PV	 basket cells (Harney and Jones
2002; Hefft and Jonas 2005; Zhang and Buckmaster 2009).
Figure 3A illustrates a reconstructed FS-BC with the axon in
the granule cell layer. The cell was filled during physiological
recordings and processed for post hoc biocytin immunostain-
ing. The FS-BC reconstructed in Fig. 3A, top, demonstrated
characteristic high-frequency, nonadapting firing in response to
a 500-pA depolarizing current injection, with low Rin and
numerous synaptic events during �100-pA hyperpolarizing

current injection (Fig. 3A, bottom, and insets in Figs. 4B and
5A). Additionally, colabeling of the dendrites of the recorded
neuron for parvalbumin (Fig. 3A, inset) confirm the identity of
the cell as a PV	 FS-BC. Although our routine immunostain-
ing identified PV labeling in dendrites of biocytin-filled FS-
BCs, most FS-BCs did not show somatic labeling for PV. It is
likely that the combination of high-chloride internal solution
and long-duration recording contributed to the difficulty in
detecting somatic PV labeling. Consequently, all FS-BCs in the
present study were identified on the basis of a combination of
fast-spiking, nonadapting physiology, the presence of axon
collaterals in the granule cell layer, and dendritic PV labeling.
In addition to FS-BCs, we recorded from non-FS-INs with
somata in the hilar-granule cell layer border and axon collat-
erals distributed in the molecular layer (Fig. 3B, top). Physio-
logical recordings from the same cell (Fig. 3B, bottom) illus-
trate the adapting firing pattern during positive current injec-
tion (	200 pA) and the presence of depolarizing sag and high
Rin in response to negative current injections (�100 pA).

Fig. 2. GABAA receptor (GABAAR) �-subunit expres-
sion in parvalbumin (PV) interneurons. A–D: confocal
images from a slice labeled for PV (left) and GABAAR
�-subunit (center). Merged images (right) show cola-
beling of PV and GABAAR �-subunit in soma (A) and
a hilar dendrite (B) from a control rat and soma (C) and
a hilar dendrite (D) from a post-SE rat. Arrows indicate
colabeled cells, and arrowheads point to cells express-
ing GABAAR �-subunit not labeled for PV. Scale bars
(10 �m) in A and C apply to A–D. E: summary data
show % of PV	 neurons in the hilar-GCL border
colabeled for GABAAR �-subunit. F: histogram of flu-
orescence intensity for GABAAR �-subunit staining in
the somata of PV	 neurons from control and post-SE
rats.

6 STATUS EPILEPTICUS ALTERS DENTATE BASKET CELL TONIC INHIBITION

J Neurophysiol • doi:10.1152/jn.00891.2012 • www.jn.org

F3

C
O
L
O
R

F4

tapraid4/z9k-neurop/z9k-neurop/z9k00713/z9k1866d13z xppws S�1 2/12/13 7:01 MS: JN-00891-2012 Ini: 04/sa/ss



Although the RMPs of FS-BCs and non-FS-INs were not
different (RMP in mV: FS-BC �74.0 � 1.9 in n � 10 cells;
non-FS-IN�72.3� 2.4 in n � 12 cells, P � 0.05 by Student’s
t-test), the frequency of FS-BC firing in response to a	800-pA
current injection was significantly greater (frequency in Hz:
FS-BC 112.1 � 7.9 in n � 12 cells; non-FS-IN 52.0 � 5.7 in
n � 8 cells, P � 0.05 by Student’s t-test) and the Rin lower (Rin

in M�: FS-BC 93.0� 10.6 in n � 12 cells; non-FS-IN 233.3� 6.8
in n � 8 cells, P � 0.05 by Student’s t-test) than in non-FS-IN.
Together, these morphological and physiological characteris-
tics are consistent with earlier studies (Harney and Jones 2002)
and were used to reliably distinguish FS-BCs from a poten-
tially diverse set of non-FS-INs projecting to the molecular
layer.

Fig. 3. Morphological and physiological characterization
of dentate interneurons projecting to granule cell somata
and dendrites. A, top: reconstruction of a fast-spiking bas-
ket cell (FS-BC) filled during recordings shows the typical
morphology with soma and dendrites in blue and axon in
GCL in black. ML, molecular layer. Bottom: membrane
voltage traces from the same cell illustrate the fast-spiking,
nonadapting firing pattern during a 	500 pA current in-
jection and relatively low membrane hyperpolarization in
response to a�100 pA current injection. Scale bar, 50�m.
Inset: confocal image of biocytin-filled (BIO) soma and
dendrites (arrowheads) of the cell in A (top) and labeling
for PV in the dendrites (middle); bottom: merged image
showing PV colabeling in the biocytin-filled dendrites
(arrowheads). Scale bar, 100 �m. B, top: Neurolucida
reconstruction of a non-fast-spiking interneuron (non-FS-
IN) with axon in the ML. Bottom: membrane voltage
traces from the same cell show the typical adapting firing
during a	200 pA current injection and membrane hyper-
polarization and depolarizing sag (arrowhead) during a
�100-pA current injection. Note the difference in mem-
brane hyperpolarization in response to �100-pA current
injections between the FS-BC (A) and non-FS-IN (B).

Fig. 4. Expression of tonic GABA currents (IGABA) in dentate FS-BCs. A: representative voltage-clamp recordings (Vhold � �70 mV) from a FS-BC in the
hilar-GCL border illustrates the presence of tonic IGABA blocked by SR95531 (gabazine, 10 �M). B: expanded 30-s traces of the boxed area in A. Gaussian fits
to all-points histograms derived from the illustrated recording periods in control conditions, in the presence of 3 mM kynurenic acid (KyA), and after the addition
of gabazine used to determine tonic current amplitude are shown on right. Dashed lines indicate Gaussian means, and the difference currents are noted. Inset:
membrane voltage trace from the same cell shows fast-spiking firing. C: representative voltage-clamp recordings (Vhold � �70 mV) from a non-FS-IN in the
hilar-GCL border illustrates lack of tonic IGABA on blocking GABAAR with SR95531 (10 �M). D: expanded 30-s traces of the boxed area in C. Gaussian fits
to all-points histograms used to determine tonic current amplitude are presented on right. Inset: membrane voltage trace from the cell in C and D shows adapting
firing. E: summary data of tonic IGABA amplitude in 3 mM kynurenic acid in FS-BCs and non-FS-IN. Individual data points are represented by gray dots.
*P � 0.05 by unpaired Student’s t-test.

7STATUS EPILEPTICUS ALTERS DENTATE BASKET CELL TONIC INHIBITION

J Neurophysiol • doi:10.1152/jn.00891.2012 • www.jn.org

C
O
L
O
R

tapraid4/z9k-neurop/z9k-neurop/z9k00713/z9k1866d13z xppws S�1 2/12/13 7:01 MS: JN-00891-2012 Ini: 04/sa/ss



We examined interneurons in the hilar-granule cell layer border
for the presence of tonic IGABA. Recordings were performed in the
presence of the glutamate receptor antagonist KyA (3 mM), and
tonic IGABA was measured as the baseline current blocked by the
GABAAR antagonist SR95531 (gabazine, 10 �M). Recordings
were obtained at physiological temperature and in the absence of
added GABA or GABA transporter inhibitors. As illustrated by
representative recordings from an FS-BC in Fig. 4A and the
magnified 30-s segments of the boxed areas in Fig. 4A (Fig. 4B),
SR95531 caused a small but significant shift in the baseline
current, indicating the presence of tonic IGABA in FS-BCs (P �
0.05, paired Student’s t-test). In contrast, non-FS-INs lacked tonic
IGABA and showed little shift in baseline after addition of
SR95531 (Fig. 4, C and D; P � 0.05, paired Student’s t-test). On
average the magnitude of tonic IGABA in morphologically and
physiologically identified FS-BCs was significantly greater than
in non-FS-INs (Fig. 4E; tonic IGABA in pA: FS-BC 5.7 � 0.9,
n � 17; non-FS-IN: 0.5 � 0.9, n � 9; P � 0.05 by Student’s
t-test). Thus, consistent with the anatomical data showing cola-
beling of GABAAR �-subunits with PV	 interneurons (Fig. 2),
our physiological data demonstrate that dentate FS-BCs express
tonic IGABA. Additionally, the results demonstrate that the mag-
nitude of tonic IGABA in FS-BCs is greater than in non-FS-INs.

Status epilepticus enhances FS-BC tonic IGABA. Since our
immunostaining data (Fig. 2) indicate that the expression of
GABAAR �-subunits in PV	 interneurons is enhanced 1 wk
after SE, we examined whether FS-BC tonic IGABA are in-
creased after SE. In recordings from FS-BCs in control rats,
THIP (1 �M), a preferential agonist of GABAARs containing
�-subunits (Brown et al. 2002), enhanced tonic IGABA, con-
firming the contribution of GABAAR �-subunits (Fig. 5, A and
C; tonic IGABA in pA: 5.3 � 2.0 in KyA and 11.5 � 2.7 in
THIP, n � 7 cells, P � 0.05, paired Student’s t-test). Similarly,
THIP enhanced tonic IGABA in FS-BCs from post-SE rats (Fig.
5, B and C; tonic IGABA in pA: 14.0 � 2.1 in KyA and 21.9 �
2.1 in THIP, n � 7 cells, P � 0.05, paired Student’s t-test).
Importantly, the magnitude of FS-BC tonic IGABA, both in

KyA and in THIP, was significantly greater in post-SE rats
compared with control rats (Fig. 5, A–C; P � 0.05, t-test).
Application of THIP (1 �M) caused a significantly greater
increase in baseline currents in FS-BCs from post-SE rats
(baseline current increase in THIP in pA: control FS-BCs:
6.0 � 1.4, n � 8 cells; post-SE FS-BCs 10.8 � 1.6, n � 10
cells, P � 0.05 by Student’s t-test), confirming that increases in
membrane expression of GABAAR �-subunits contribute to
post-SE increase in FS-BC tonic IGABA. To eliminate the
possibility that THIP, like GABA, may alter GABAAR antag-
onist binding (Bianchi and Macdonald 2001) and confound
estimation of tonic IGABA, we also measured tonic IGABA in
control aCSF in the presence of KyA and without perfusion of
THIP. When normalized to cell membrane capacitance, to
eliminate confounding effects due to differences in cell size,
tonic IGABA in FS-BCs from post-SE rats was greater than
those from control rats (Fig. 5D; tonic IGABA current density in
pA/pF: control 0.10� 0.02, n � 11 cells; post-SE 0.23� 0.05,
n � 7 cells, P � 0.05, Student’s t-test). Moreover, FS-BC tonic
IGABA measured in the presence of the GABA transporter
antagonist NO-711 (10 �M), to abolish potential post-SE
differences in GABA transporter function, was also enhanced
after SE (Fig. 5E; tonic IGABA in pA: control 14.7 � 2.6, n �
6 cells; post-SE 24.6 � 3.1, n � 6 cells, P � 0.05, Student’s
t-test). Comparison of the intrinsic properties measured during
whole cell recordings revealed no change in either Rin or RMP
between FS-BCs from control and post-SE rats (Rin in M�:
control 93.0 � 10.6, n � 12 cells; post-SE 97.6 � 11.2, n � 9
cells, P � 0.05, Student’s t-test; RMP in mV: control�74.0� 1.9,
n � 10 cells; post-SE �75.0 � 2.4, n � 10 cells, P � 0.05,
Student’s t-test). Rin was measured in response to a �100-pA
current injection. Our measurements of FS-BC tonic IGABA dem-
onstrate, unequivocally, that tonic IGABA is present in FS-BCs and
is enhanced after SE. Our results indicate that SE-induced in-
creases in the expression of GABAARs with �-subunits likely
contribute to increases in FS-BC tonic IGABA after SE.

Fig. 5. Tonic IGABA in dentate FS-BCs are en-
hanced after SE. A and B: segments (30 s) of
representative voltage-clamp recordings (Vhold�
�70 mV) from control (A) and post-SE (B)
FS-BCs illustrate the enhancement of tonic
IGABA by addition of 4,5,6,7-tetrahydroisoxa-
zolo[5,4-c]pyridin-3-ol (THIP, 1 �M). Tonic
IGABA was measured as the current blocked by
SR95531 (10 �M). Panels on right show
Gaussian fits to all-points histograms of the
30-s recording periods in 3 mM kynurenic
acid, after the addition of THIP (1 �M), and in
SR95531. Dashed lines indicate Gaussian
means, and the difference currents are noted.
Insets: membrane voltage traces show fast-
spiking firing of the respective cells. C: sum-
mary of the magnitude of FS-BC tonic IGABA
in 3 mM kynurenic acid and after perfusion
of THIP (1 �M) in controls and after SE.
D: histogram presents baseline tonic IGABA
recorded in 3 mM kynurenic acid normalized
to the cell membrane capacitance. E: tonic
IGABA in control and post-SE FS-BCs mea-
sured with the GABA transporter antagonist
NO-711 (10 �M) in the presence of 3 mM
kynurenic acid. *P � 0.05 by paired and un-
paired Student’s t-test.
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Spillover of synaptically released GABA into the extrasyn-
aptic space is known to contribute to tonic IGABA (Glykys and
Mody 2007). Therefore, one possibility is that the post-SE
enhancement of tonic IGABA reflects post-SE increases in
synaptic GABA release. Previous studies have demonstrated
that in granule cells the frequency of sIPSCs is decreased after
SE (Kobayashi and Buckmaster 2003), discounting the possi-
ble contribution of enhanced GABA spillover from inhibitory
synapses to granule cells. To examine whether increases in
synaptic GABA release to FS-BCs could contribute to the
observed enhancement of tonic IGABA after SE, we analyzed
the frequency of sIPSCs in cells examined for changes in tonic
IGABA (in Fig. 5). As illustrated by representative traces (Fig. 6,
A and B), there was a considerable decrease in the frequency of
sIPSCs in FS-BCs from post-SE rats (Fig. 6B; sIPSC frequency
in Hz: control median � 7.0, IQR � 3.7–13.7, mean � SE �
10.9 � 0.5, n � 10 cells; post-SE median � 5.0, IQR �
2.6–10.6, mean � SE � 8.9 � 0.6, n � 7 cells, P � 0.05, K-S
test). Additionally, FS-BC sIPSC amplitude was reduced (in
pA: control median � 17.7, IQR � 10.6–34.2, mean � SE
30.3 � 1.6, n � 10 cells; post-SE median � 14.7, IQR �
8.4–26.2, mean � SE � 22.5 � 1.1, n � 7 cells, P � 0.05,
K-S test) and decay increased (in ms: control median � 3.65,
IQR � 2.9–6.1, mean � SE � 5.4 � 0.2, n � 10 cells;
post-SE median � 4.8, IQR � 3.3–8.5, mean � SE � 6.3 �
0.3, n � 7 cells, P � 0.05, K-S test) after SE. However, sIPSC
charge transfer showed a small but statistically significant
decrease after SE (Fig. 6C; charge transfer in pA·ms: control
median � 83.66, IQR � 52.3–150.2, mean � SE � 133.24 �
6.1, n � 10 cells; post-SE median � 75.5, IQR � 48.2–140.8,
mean� SE� 111.138� 4.7, n � 7 cells, P � 0.05, K-S test).
Additionally, THIP (1 �M) caused a small but statistically
significant decrease in sIPSC amplitude in both control and
post-SE FS-BCs (in pA: control median � 17.7, IQR �
10.6–34.2, mean � SE � 30.3 � 1.6, n � 10 cells; THIP
median � 15.5, IQR � 8.9–28.8, mean � SE � 26.1 � 1.2,
n � 10 cells, P � 0.05, K-S test; post-SE median � 14.7,
IQR � 8.4–26.2, mean � SE � 22.5 � 1.1; THIP median �

14.1, IQR� 7.6–23.05, mean� SE� 17.9� 0.7, n � 7 cells,
P � 0.05, K-S test). Together, the reductions in both FS-BC
and granule cell sIPSC frequency after SE argue against the
possibility that synaptic spillover underlies post-SE increase in
tonic IGABA.

Depolarizing shift in FS-BC EGABA after status epilepticus.
The ability of GABAAR activation to inhibit neuronal excit-
ability depends on a combination of hyperpolarization, when
EGABA is negative to neuronal RMP (hyperpolarizing driving
force), and shunting inhibition resulting from GABAAR con-
ductance. EGABA depends on the electrochemical gradients for
Cl� and, to a lesser extent, HCO3

� ions and can be positive to
neuronal RMP during development when intracellular chloride
is relatively high (Ben-Ari 2001). Developmental changes in
chloride transporters are instrumental in maintaining a hyper-
polarizing EGABA in adult neurons (Rivera et al. 2005). How-
ever, there may be cell type-specific differences in chloride
regulation (Banke and McBain 2006). Remarkably, pilo-
carpine-induced SE contributes to a depolarizing shift in den-
tate granule cell EGABA 1 wk after SE (Pathak et al. 2007).
Since the net effect of the observed increase in FS-BC tonic
IGABA on FS-BC and dentate excitability is likely to depend on
whether EGABA is positive or negative to the RMP, we exam-
ined whether FS-BC RMP and EGABA are altered after SE.
To avoid perturbations of the intracellular chloride concen-

tration, we used gramicidin-perforated-patch recordings (Bil-
lups and Attwell 2002; Pathak et al. 2007) and measured the
RMP and reversal potential of GABA-evoked currents in
parallel within the same FS-BC. Upon establishment of ade-
quate access (see MATERIALS AND METHODS), we first determined
the neuronal firing pattern in response to depolarizing current
injections before perfusion of TTX (1 �M) to block action
potential generation. Next, in the absence of added GABA, we
recorded FS-BCs current responses to �130 to 	10 mV
voltage ramps from a holding potential of �60 mV (Fig. 7A).
The potential at which the holding current was 0 pA was
measured as the RMP (Fig. 7A). In interleaved recordings
preformed at 40-s intervals, voltage ramps were repeated

Fig. 6. Decrease in FS-BC spontaneous inhibitory post-
synaptic current (sIPSC) frequency after SE. A: repre-
sentative traces of voltage-clamp recordings from con-
trol (top) and post-SE (bottom) FS-BCs show the higher
sIPSC frequency in the control FS-BC. Note the de-
crease in sIPSC frequency in the recording from the
post-SE FS-BC. B and C: cumulative probability plot of
the sIPSC instantaneous frequency (B) and charge trans-
fer (C) in control and post-SE FS-BCs measured with
symmetrical chloride from a holding potential of �70
mV in kynurenic acid (3 mM). The same number of
individual events was selected from each cell to develop
the cumulative probability distribution (control: n � 10
cells; post-SE: n � 7 cells).
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during local pressure application of GABA (100 �M). The
potential at which the currents generated during the voltage
ramp in the absence and the presence of GABA crossed was
measured as EGABA. As shown in Fig. 7Aa, inset, RMP in
control FS-BCs was not different from the potential at which
the current traces obtained in the presence and absence of
GABA crossed (in mV: EGABA �74.2 � 8.8, RMP �77.6 �
10.7, in n � 6 cells, P � 0.05 by paired Student’s t-test). These
data suggest that GABAAR activation likely contributes to
shunting inhibition in control FS-BCs. In control experiments,
we found no difference between EGABA measured with voltage
ramp and voltage step protocols in the same cell (in mV:
EGABA with voltage ramp �77.28 � 2.89, EGABA with voltage
step �80.0 � 3.68, in n � 4 cells, P � 0.05 by paired
Student’s t-test), indicating that the voltage ramp protocol can
be used to reliably estimate EGABA. In contrast to control rats,
EGABA measured in FS-BCs from post-SE rats was signifi-
cantly more depolarized than RMP (Fig. 7Ab; in mV: EGABA
�53.3 � 4.0, RMP �73.7 � 4.9 in n � 7 cells, P � 0.05 by
paired Student’s t-test). Overlapping interleaved traces from con-
trol experiments performed under identical conditions in the ab-
sence and during pressure application of vehicle without GABA
confirmed the absence of pressure artifacts under our recording
conditions (Fig. 7Ac). While the difference in RMP between
control and post-SE FS-BCs was not statistically significant (Fig.
7B; FS-BC RMP in mV: control �77.6 � 10.7, n � 6; post-SE
�73.7 � 4.9, n � 7, P � 0.05 by Student’s t-test), there was a
clear depolarizing shift in FS-BC EGABA after SE (Fig. 7B; FS-BC
EGABA in mV: control�74.2� 8.8, n � 6; post-SE�53.3� 4.0,
n � 7, P � 0.05 by Student’s t-test).
We directly tested whether activation of GABA receptors leads

to membrane depolarization in FS-BCs from post-SE rats. Al-
though cell-attached recordings from FS-BCs showed spontane-
ous firing when external potassium was elevated to 3 mM and
above (not shown), as observed by Fricker et al. (1999), few
interneurons fired spontaneously under our recording conditions

with 2.5 mM external potassium. To avoid confounding effects
due to changes in RMP, cell-attached recordings from FS-BCs
were obtained in standard aCSF containing 2.5 mM potassium.
Cell-attached recordings showed that while pressure application
of the GABAAR agonist muscimol (50 �M) caused little change
in membrane potential in control FS-BCs, it consistently depolar-
ized FS-BCs from post-SE rats (Fig. 8; maximum membrane
potential change in muscimol in mV: control 0.3 � 1.3, n � 5;
post-SE 7.6� 2.1, n � 8, P � 0.05 by Student’s t-test). Together,
comparison of RMP and EGABA in FS-BCs from control and
post-SE rats under identical experimental conditions suggests that
activation of extrasynaptic GABAARs may be shunting under
control conditions and result in depolarizing currents after SE.
Previous studies have identified that FS-BC synaptic EGABA

undergoes a developmental hyperpolarizing shift and have
suggested that increases in the expression of the potassium-
chloride cotransporter KCC2 (Sauer and Bartos 2010) may
underlie this effect. Since changes in expression of KCC2 have
been shown contribute to post-SE alterations in granule cell
EGABA (Pathak et al. 2007), we examined FS-BCs for post-SE
changes in KCC2 expression. Examination of sections immu-
nostained for PV and KCC2 revealed the presence of KCC2
localized to the periphery of PV	 profiles in both control and
post-SE rats (Fig. 9). Quantification of the fluorescence inten-
sity for KCC2 subunit expression in PV	 neurons identified a
significant post-SE decrease in KCC2 along the margins of
PV	 profiles in the hilar-granule cell layer border (grayscale
intensity in arbitrary units: control 15.7 � 2.6, n � 29 cells
from 15 sections in 3 rats; post-SE 9.8� 1.1, n � 36 cells from
15 sections in 3 rats, P � 0.05 by Student’s t-test). The
observed decrease in KCC2 expression in PV	 neurons likely
contributes to the depolarizing shift in FS-BC EGABA after SE.

Impact of tonic gGABA and EGABA on FS-BC excitability: iso-
lated basket cell simulations. How do the presence and post-SE
changes in tonic gGABA, together with the depolarized EGABA,
modify FS-BC excitability? Given the concurrent changes in

Fig. 7. FS-BC GABA reversal potential (EGABA) is depolarized after status epilepticus. A: gramicidin-perforated-patch recordings show current traces from
control (a) and post-SE (b) FS-BCs recorded during depolarizing ramps (bottom) in the absence of GABA (gray) and during pressure application of 100 �M
GABA (black). Horizontal dashed line represents holding current (Ihold) � 0 pA at which resting membrane potential (RMP) was determined (gray arrows in
insets). The ramp potential at which the current traces without GABA and with GABA crossed represents EGABA (black arrow in inset). Vertical dashed lines
intersecting the command potential schematic show the range of command voltage in the boxed area. Insets: expanded traces of boxed regions illustrate the
FS-BC RMP (gray arrow) and EGABA (black arrow) in control (a) and post-SE (b) FS-BCs. c: Representative traces from a control experiment showing
overlapping current traces in response to depolarizing ramps in the absence of (gray) and during pressure application of the vehicle (black). B: summary plot
of FS-BC RMP and EGABA. *P � 0.05 by paired and unpaired Student’s t-test.
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conductance and reversal of tonic IGABA, and potential confound-
ing SE-induced changes in the intrinsic physiology of FS-BCs
(unpublished observations) that are as yet unknown, it is difficult
to isolate how alterations in FS-BC tonic IGABA, both singly and
when coupled with depolarized EGABA, modify network activity
in biological experiments. Therefore, we adopted computational
modeling to determine how systematic changes in FS-BC tonic
gGABA, in the presence and absence of the observed depolarizing
shift in GABA reversal, influence FS-BC and dentate network
excitability. A recent study conducted with generic single com-
partmental models showed that when EGABA is depolarizing, tonic
gGABA increases neuronal excitability only in a narrow range of
gGABA. With additional increases in tonic gGABA, the shunting
effect of the conductance overwhelms the depolarizing currents,
resulting in net inhibition (Song et al. 2011). To systematically
examine how post-SE changes in tonic gGABA and EGABA influ-
ence FS-BC excitability, we implemented biophysically realistic
multicompartmental simulations of FS-BCs (Santhakumar et al.
2005). As illustrated in Fig. 10A, the model FS-BC fired at a
frequency of 100 Hz in response to a 800-pA current injection,
simulating the experimentally determined characteristic high-
frequency firing and low Rin of biological dentate FS-BCs (for
detailed comparison of the active and passive properties of the
model FS-BC and biological basket cells see Table 3 in Santha-
kumar et al. 2005). To determine the magnitude of tonic gGABA
that generates the biologically observed tonic IGABA, we simulated
voltage-clamp recordings in model FS-BCs and examined how
increases in tonic gGABA influence the magnitude of tonic IGABA
and Rin. Systematically increasing tonic gGABA from 5 nS/cm2

resulted in negligible tonic IGABA and no change in Rin in the
model FS-BC up to a conductance of 0.5 �S/cm2. Tonic gGABA of
1 �S/cm2 resulted in 10-pA tonic IGABA, comparable to experi-

mentally observed tonic IGABA with gGABA contributing to
�0.5% of the model FS-BC resting conductance. Increasing tonic
gGABA to 10 �S/cm2 resulted in 60-pA tonic IGABA, a 3.3-M�
decrease in Rin (Fig. 10B), and a 2.7% decrease in FS-BC mem-
brane conductance. When tonic gGABA was increased to 50 �S/
cm2 and above, tonic IGABA was �250 pA and Rin decreased by
�10 M�, which is well outside the range observed in our exper-
imental data (Fig. 5). The effect of tonic gGABA on tonic IGABA
and Rin in model FS-BCs was unchanged even when the gGABA
was restricted to the soma and proximal dendritic compartments
(Fig. 10B). Since our experimental estimation of 
5-pA tonic
IGABA in control FS-BCs is 1) without added GABA, 2) in
continuously perfused slices, and 3) at physiological temperature,
it is likely an underestimation. Note also that in the presence of the
GABA transporter antagonist tonic IGABA in FS-BCs is �10 pA,
despite the presumably low activity levels in slices perfused with
glutamate receptor antagonists (Fig. 5E). Therefore, we expect
that tonic gGABA between 1 and 10 �S/cm2 (corresponding to 10-
to 60-pA tonic IGABA) in our simulations represents the range of
biologically realistic tonic IGABA levels during neuronal activity.
Next, we examined the effect of tonic IGABA on the excit-

ability of model FS-BCs during excitatory synaptic inputs.
Model FS-BCs received 200-Hz Poisson-distributed excitatory
inputs to their distal dendrites, to simulate perforant path
AMPA-mediated synaptic inputs. The rise and decay of the
AMPA synapse was constrained by experimental data as de-
scribed previously (Santhakumar et al. 2005). gAMPA was set
either at 3 nS to simulate low excitatory inputs that lead to
minimal FS-BC firing (Fig. 10, C and D) or at 20 nS, which
resulted in model FS-BC firing at �30 Hz in the absence of
tonic gGABA (Fig. 10E). Model FS-BCs received identical input
trains in each simulation. In the first set of simulations, the
reversal potential for the tonic gGABA was set to �74 mV, the
experimentally determined EGABA in control FS-BCs. Tonic
gGABA was simulated as a uniformly distributed leak conduc-
tance in the range of 5 nS/cm2 to 5 mS/cm2. This wide range
of tonic gGABA encompassed the biologically relevant range of
1–10 �S/cm2, and extended to include conductance values that
resulted in biphasic changes in neuronal excitability similar to
those described in previous studies (Song et al. 2011). Tonic
gGABA in the range of 1 �S/cm2 to 1 mS/cm2 decreased model
FS-BC firing during both low (3 nS)- and high (20 nS)-
conductance excitatory inputs and abolished firing at gGABA
over 75 �S/cm2 and 0.3 mS/cm2, respectively (Fig. 10, C–E).
Since RMP of the model FS-BC was �70 mV, the decrease in
excitability when EGABA was �74 mV is consistent with
shunting inhibition. When EGABA was set to �54 mV, the
experimentally determined EGABA in post-SE FS-BCs, increas-
ing tonic gGABA led to an initial increase in model FS-BC firing
when tonic gGABA was over 1 �S/cm2, which reached a
maximum when tonic gGABA was 1 mS/cm

2. FS-BC firing
declined with further increase in tonic gGABA and was eventu-
ally completely suppressed (Fig. 10, C–E). Model FS-BC firing
during excitatory synaptic inputs delivered in the presence of
depolarizing EGABA (�54 mV) and 1 �S/cm2 to 1 mS/cm2

tonic gGABA increased even though EGABA was more hyperpo-
larized than the model FS-BC action potential threshold
(�40.5 mV). The simulation results are consistent with recent
studies demonstrating that, in the presence of a depolarizing
EGABA, progressively increasing tonic gGABA leads to an initial
neuronal depolarization followed by shunting inhibition with

Fig. 8. GABA agonists depolarize FS-BCs 1 wk after SE. A: cell-attached
recordings show membrane voltage traces from control (top) and post-SE
(bottom) FS-BC recorded during pressure application of 50 �M muscimol
(black bar). B: summary plot of the maximum change in FS-BC membrane
potential in response to muscimol application. Individual data points are
represented by gray dots. *P � 0.05 by unpaired Student’s t-test.
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further increases (Song et al. 2011). However, our simulations
demonstrate that in the biologically relevant range of 1–10
�S/cm2 tonic gGABA, the experimentally observed post-SE
EGABA (�54 mV) reverses the decrease in excitability medi-
ated by tonic IGABA.
In additional simulations, we restricted tonic gGABA to the

somatic and proximal dendritic compartments to examine
whether dendritic tonic gGABA influenced neuronal excitability
by local modulation of synaptic inputs. In simulations per-
formed without tonic gGABA in the distal dendritic compart-
ments where the excitatory synapses were located, both the
range of tonic gGABA values that modulated model FS-BC
excitability and the biphasic nature of the changes were indis-
tinguishable from simulations that included tonic gGABA in all
compartments (not shown). These simulations results suggest
that local dendritic modulation of synaptic inputs does not
underlie the effect of tonic gGABA on model FS-BC excitabil-
ity. Thus the isolated FS-BC simulations predict that post-SE
increases in tonic gGABA in the biologically relevant range
would, in the absence of concomitant changes in EGABA (at
EGABA � �74 mV), decrease FS-BC excitability during both
low and moderate excitatory synaptic drive (Fig. 10C, left, and
Fig. 10, D and E). Alternatively, a depolarizing shift in EGABA,
when not accompanied by changes in tonic gGABA, would
enhance FS-BC excitability (Fig. 10C, compare left and right at
each tonic gGABA; Fig. 10, D and E, compare firing at identical
tonic gGABA levels). However, the combined effect of the
concurrent increase in tonic gGABA and depolarized EGABA is
to maintain the control levels of FS-BC excitability during low
levels of excitatory synaptic drive (Fig. 10D).

Effect of seizure-induced FS-BC GABAergic plasticity on
dentate excitability: dentate network simulations. Our experi-
mental data have demonstrated two distinct SE-induced
changes in the inhibitory tone of dentate FS-BCs, namely, an
increase in tonic IGABA and a positive shift in the driving force

for IGABA after SE. Since both tonic IGABA and EGABA are also
altered in granule cells after SE (Pathak et al. 2007; Zhan and
Nadler 2009; Zhang et al. 2007), we adopted computational
simulations to determine how seizure-induced plasticity in
FS-BCs tonic inhibition affects dentate network excitability
independent of, and in the absence of, other confounding
changes. First, we examined whether the post-SE changes in
FS-BC EGABA altered dentate excitability in the absence of
tonic gGABA. The 1,000	 dentate neuronal network based on
Santhakumar et al. (2005) was simulated as a ring and included
20% sprouting (see MATERIALS AND METHODS). The network
included two major interneuronal populations, FS-BCs and
hilar dendritically projecting HIPP cells. Since simulating
post-SE hilar neuronal loss by removing HIPP cells from the
network would disproportionately enhance the role of FS-BCs,
the first set of simulations were performed without introducing
hilar neuronal loss. Networks received 2.5-Hz spontaneous
activity for the entire duration of the simulation. A single
synchronous input to 100 adjacent granule cells was used to
simulate focal perforant path-evoked network activity. In the
absence of tonic gGABA, changing model FS-BC EGABA (of
inhibitory synaptic inputs to model FS-BCs from other FS-BCs
and hilar interneurons) from �74 mV to �54 mV did not
change either the spontaneous background activity level or
average granule cell firing in response to synchronous activa-
tion (Fig. 11, A1 and B1). This is consistent with the ability of
the inhibitory synaptic conductance to provide shunting inhi-
bition even when EGABA is more depolarized than RMP (Song
et al. 2011; Vida et al. 2006).
Next, we introduced tonic gGABA with activity-dependent

synaptic spillover conductance (see MATERIALS AND METHODS) in
model FS-BCs. In one group of simulations, EGABA for both
tonic and synaptic gGABA was set to �74 mV as observed in
controls. Tonic IGABA was increased between 3 �S/cm2, con-
tributing to 18-pA tonic IGABA similar to levels observed in

Fig. 9. SE decreases expression of KCC2 in
PV interneurons. Confocal images from sec-
tions labeled for KCC2 (left) and PV (cen-
ter) are shown. Merged images (right) show
colabeling of KCC2 particularly in the pe-
riphery of the PV-positive neurons from a
control (top) and a post-SE (bottom) rat.
Boxed areas are shown at higher magnifica-
tion in insets. Images were obtained with
identical camera settings. Scale bars, 10 �m.
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post-SE FS-BC, and 10 �S/cm2. Tonic gGABA in model FS-
BCs did not alter the background spontaneous activity (Fig. 11,
A and C). Strikingly, while increasing FS-BC tonic gGABA did
not alter overall network excitability in response to focal
afferent activation in some network instantiation (summarized
in Fig. 11D as “low activity”), it significantly increased aver-
age granule cell firing and resulted in self-sustained, recurrent,
seizurelike activity in a subset of simulated networks [Fig. 11A,
summarized in Fig. 11D; between-subject analysis for effect of
network structure: F(1,11) � 356.9, P � 0.05 by univariate
repeated-measures ANOVA]. Importantly, these results sug-
gest that in the presence of a permissive network structure
shunting tonic gGABA augments network excitability, leading to
seizurelike activity patterns (Fig. 11A). When the reversal
potential of model FS-BC synaptic and tonic GABA currents
was set to �54 mV, the background spontaneous activity was
unchanged (Fig. 11, B and C). Notably, unlike simulations with

shunting EGABA, networks simulated with depolarizing EGABA
showed no increase in evoked granule cell activity at all tonic
gGABA levels tested [Fig. 11, B and D; between-subject anal-
ysis for effect of EGABA: F(1,11) � 345.3, P � 0.05 by
univariate repeated-measures ANOVA; interaction between
network structure and EGABA: F(1,11) � 355.2, P � 0.05 by
multivariate repeated-measures ANOVA]. To isolate the im-
pact of FS-BC tonic gGABA and EGABA from network structural
features, we set the randomization seed to a constant value to
simulate structurally identical networks. Spike raster plots
from simulations of structurally identical networks (illustrated
in Fig. 11A) showed that when FS-BC EGABA was �74 mV
model networks had higher granule cell firing and recurrent
network activity compared with networks with depolarizing
(�54 mV) FS-BC EGABA at all tonic gGABA values tested.
Next, we performed simulations on structurally identical net-
works (generated by 4 different predetermined randomization

Fig. 10. Effect of GABA reversal and tonic
GABA conductance (gGABA) on model
FS-BC excitability. A: responses of biophys-
ically realistic multicompartmental model
FS-BC to depolarizing and hyperpolarizing
current injections illustrate nonadapting fir-
ing and low input resistance (Rin). B: sum-
mary plot shows tonic IGABA and Rin in
model FS-BCs as a function of tonic gGABA.
In simulations with perisomatic gGABA, tonic
GABA channels were distributed only in the
soma and proximal dendrite. Simulations in-
corporated voltage-clamp recording condi-
tions with symmetrical chloride and Vhold �
�70 mV. Shaded region represents biologi-
cally relevant tonic IGABA and gGABA range.
C: membrane voltage traces illustrate firing
in FS-BC simulations during 200 Hz during
identical Poisson-distributed excitatory in-
puts when tonic gGABA is systematically in-
creased from 0 to 1 mS/cm2. Peak amplitude
of input synaptic conductance (gAMPA) was
3 nS. Simulations were performed with con-
trol (�74 mV, left) and post-SE (�54 mV,
right) EGABA values (Erev). D: summary plot
of FS-BC firing evoked by 200-Hz excit-
atory synaptic inputs (3 nS peak conduc-
tance) in the presence of increasing tonic
gGABA in FS-BC with EGABA set at �74 and
�54 mV. E: summary data show effect of
EGABA on FS-BC firing during excitatory
synaptic activation at 200 Hz at increasing
FS-BC tonic gGABA. Peak conductance of
synaptic inputs was 20 nS.
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seed values that resulted in high-activity networks) including
loss of dentate hilar neurons (mossy cells and HIPP cells) and
mossy fiber sprouting. As in networks without cell loss, aver-
age granule cell firing was increased when FS-BC EGABA was
�74 mV and remained low when EGABA was set to �54 mV
(Fig. 11E). While our measurements of EGABA during exoge-
nous GABA application identified a post-SE depolarizing shift,
given findings that the EGABA within a neuron can differ
between compartments (Baldi et al. 2010; Romo-Parra et al.

2008), it remains possible that synaptic GABA reversal may
differ from the reversal of tonic IGABA. In an additional
simulation in which synaptic EGABA was held either at �54
mV or at �74 mV independent of the EGABA of the tonic
gGABA, networks with a depolarizing shift in the EGABA of
tonic gGABA still consistently demonstrated lower excitability
than identical networks with �74 mV tonic EGABA [between-
subject analysis for effect of tonic EGABA: F(1,11) � 32.68, P �
0.05; synaptic EGABA: F(1,11) � 0.29, P � 0.05; interaction

Fig. 11. Basket cell (BC) tonic GABAergic
inhibition regulates dentate network excit-
ability. A: granule cell (GC) spike rasters
show the action potential firing of each of
the 1,000 GCs. Each action potential is rep-
resented by a dot corresponding to the active
cell (GC number on y-axis) at a certain
simulation time (x-axis). Dentate networks
were simulated as a ring with 20% sprouting.
Network activity was established with Pois-
son-distributed suprathreshold inputs to
granule cell dendrites at 2.5 Hz. A single
synchronous suprathreshold activation of
100 GCs at the time marked by the arrow-
head in each plot was used to simulate focal
afferent activation. Spike rasters illustrate
simulations performed with model FS-BC
EGABA at �74 mV, in the absence of tonic
gGABA (A1), with gGABA � 5 �S/cm2 corre-
sponding to a 30-pA FS-BC tonic IGABA
(A2), and with gGABA � 10 �S/cm2 corre-
sponding to a 60-pA tonic IGABA (A3). B: GC
spikes form networks simulated as in A, with
EGABA in model FS-BCs set to�54 mV. GC
spike rasters from simulations in the absence
of tonic gGABA (B1), with gGABA � 5 �S/
cm2 corresponding to a 30-pA FS-BC tonic
IGABA (B2), and with gGABA � 10 �S/cm2

corresponding to a 60-pA tonic IGABA (B3)
are illustrated. Spike rasters in A and B were
derived from structurally identical network
simulations. C: summary plots, on 3 runs in
each condition, show the average spontane-
ous GC firing during 1,000–2,000 ms of the
simulations as FS-BC tonic gGABA was in-
creased. D: summary of the average evoked
GC firing during 2,001–3,500 ms of the
simulation following focal afferent activa-
tion as a function of model FS-BC tonic
gGABA. Simulations were performed with
EGABA set at �74 mV or �54 mV (8 inde-
pendent runs). Simulations in networks with
“high activity” levels when EGABA was �74
mV are summarized separately (4 runs at
EGABA-Tonic � �74 mV and 5 runs at
EGABA-Tonic � �54 mV) from networks
with low activity at both �74 mV and �54
mV EGABA (5 runs each). E: summary of the
average evoked GC firing following focal
afferent activation as a function of model
FS-BC tonic gGABA in networks including
mossy fiber sprouting and hilar neuronal
loss. Simulations were conducted on 4 struc-
turally identical networks showing high ac-
tivity with tonic and synaptic EGABA set at
�74 mV. Key on right applies to D and E.
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between tonic and synaptic EGABA: F(1,11) � 0.46, P � 0.05 by
2-way repeated-measures ANOVA]. Taken together, the sim-
ulations show that the depolarization of FS-BC EGABA that
occurs after SE can maintain FS-BC excitability despite in-
creases in tonic gGABA and could limit dentate network excit-
ability after SE.

DISCUSSION

The ability of tonic GABAergic inhibition to regulate excit-
ability of projection neurons suggests that tonic IGABA may be
modulated to prevent epileptogenesis (Meldrum and Rogawski
2007). Expression and seizure-induced changes in tonic IGABA
among dentate perisomatic interneurons critical for feedback
inhibition can influence how modulating tonic inhibition will
affect dentate function. Our study demonstrates that 1) GABAAR
�-subunits, known to underlie tonic IGABA, are expressed
in PV	 interneurons in the hilar-granule cell layer border;
2) FS-BCs express tonic IGABA that is enhanced 1 wk after SE;
3) increase in GABAAR �-subunit expression contributes to
post-SE enhancement of FS-BC tonic IGABA; 4) in contrast to
shunting GABAergic inhibition in controls, there is a positive
shift in FS-BC EGABA 1 wk after SE, resulting in a depolarizing
driving force for IGABA; 5) corresponding to the post-SE de-
polarizing shift in FS-BC EGABA, there is a reduction in the
expression of the potassium-chloride cotransporter KCC2 in
PV	 interneurons 1 wk after SE; and 6) in computational
simulations incorporating tonic gGABA in model FS-BCs,
whereas shunting EGABA reduces FS-BC firing and enhances
dentate network excitability, depolarizing EGABA reverses de-
creases in model FS-BC activity and prevents increases in
network excitability.

Expression of tonic IGABA in dentate FS-BCs. Perisomatically
projecting interneurons expressing PV are critical for precision
and timing of network activity (Freund 2003). Since tonic inhibi-
tion influences neuronal excitability, gain, and fidelity of infor-
mation transmission (Duguid et al. 2012; Mitchell and Silver
2003; Song et al. 2011) and is additionally augmented by synaptic
spillover during neuronal activity (Glykys and Mody 2007),
FS-BC tonic IGABA is ideally suited to regulate feedback inhibi-
tion and dentate throughput during behaviorally relevant neuronal
activity. The ability of interneuronal tonic IGABA to regulate
gamma oscillations (Mann and Mody 2010) and the central role
for FS-BCs in dentate gamma oscillations (Bartos et al. 2002)
suggest that modulation of FS-BC tonic IGABA by alcohol and
neurosteroids, which act on GABAARs containing �-subunits
(Stell et al. 2003), may contribute to the impact of these drugs on
memory function. Moreover, activity-dependent enhancement of
FS-BC tonic IGABA could provide the transient suppression of
feedback inhibition needed to induce long-term potentiation in the
dentate gyrus (Arima-Yoshida et al. 2011).
There are regional differences in the GABAAR subunits

mediating interneuronal tonic IGABA, with �5-subunits respon-
sible for tonic IGABA in CA1 interneurons and �-subunits in
CA3 and molecular layer interneurons (Glykys et al. 2007;
Mann and Mody 2010; Semyanov et al. 2003). Unlike PV
interneurons in the neocortex (Olah et al. 2009), and like
molecular layer interneurons in the dentate (Glykys et al.
2007), we find that dentate PV interneurons express GABAAR
�-subunits. Similar to fast-spiking interneurons in the murine
neocortex (Krook-Magnuson et al. 2008), we show that tonic

IGABA in dentate FS-BCs is modulated by a GABAAR �-sub-
unit-specific agonist. Since dentate interneuronal-like profiles
show robust expression of GABAAR �1-subunits (Fritschy et
al. 1999), and GABAARs containing �1- and �-subunits can
mediate tonic IGABA (Glykys et al. 2007), it is possible that
GABAARs with �1- and �-subunits underlie FS-BC tonic
IGABA. Thus, although both granule cell and FS-BC tonic
IGABA are mediated by GABAAR �-subunits, differential con-
tribution of �1-subunits to FS-BC and �4-subunits to granule
cell tonic IGABA may provide targets for cell-specific modula-
tion of tonic inhibition.

SE-induced plasticity of FS-BC tonic inhibition. Perisomatic
inhibition is pivotal in regulating granule cell excitability in
both normal and epileptic dentate gyrus (Coulter and Carlson
2007; Kraushaar and Jonas 2000). Granule cell tonic IGABA is
known to be altered after SE (Rajasekaran et al. 2010; Zhan
and Nadler 2009; Zhang et al. 2007). Since FS-BC tonic IGABA
is increased before the occurrence of behavioral seizures, and
not as a compensatory response to changes in the epileptic
network, FS-BC tonic IGABA could play a role in development
of epilepsy. Indeed, earlier studies have suggested that cellular
and synaptic plasticity prior to the onset of spontaneous sei-
zures contribute to epileptogenesis (Brooks-Kayal et al. 1998;
Kobayashi et al. 2003; Pathak et al. 2007). Both increases in
extracellular GABA due to synaptic spillover or compromised
GABA transporter function and changes in GABAAR expres-
sion could enhance tonic IGABA (Farrant and Nusser 2005).
However, sIPSC frequency in both FS-BCs (Fig. 6) and gran-
ule cells (Kobayashi and Buckmaster 2003) is reduced after
SE, indicating that synaptic GABA spillover does not underlie
the post-SE increases in FS-BC tonic IGABA. Additionally,
even when GABA transporters were blocked, post-SE FS-BCs
had larger tonic IGABA, indicating that factors other than
compromises in GABA transporter function underlie the in-
crease in tonic IGABA. Our semiquantitative analyses demon-
strate increase in the expression of GABAAR �-subunit in
PV	 interneurons after SE. Although extensive efforts were
taken to pair sections from control and experimental animals
and to use identical methods during staining and imaging,
admittedly quantification of immunofluorescence intensity is
associated with limitations including nonlinear antigen-anti-
body reaction and changes in fluorescence arising from tissue
properties and may not accurately reflect protein levels. Cru-
cially, THIP, a GABAAR �-subunit-selective agonist under our
experimental conditions (Brown et al. 2002; Gupta et al. 2012),
causes greater baseline current shift in FS-BCs from post-SE
rats, validating the semiquantitative immunofluorescence anal-
ysis and confirming that enhanced GABAAR �-subunit expres-
sion contributes to increases in FS-BC tonic IGABA after SE.
Thus the presence and SE-induced plasticity of FS-BC tonic
IGABA must be considered when developing seizure therapies
targeting tonic inhibition.
Whether tonic IGABA enhances or decreases neuronal excit-

ability depends on complex interactions between GABA driv-
ing force and conductance (Song et al. 2011). Several studies
have demonstrated that interneuronal EGABA can provide
shunting inhibition when EGABA lies between RMP and action
potential threshold (Banke and McBain 2006; Song et al. 2011;
Vida et al. 2006). Consistent with earlier observations of
shunting synaptic EGABA in FS-BCs (Sauer and Bartos 2010;
Vida et al. 2006), the difference between FS-BC RMP and
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EGABA determined during GABA application in controls was
not significant. Methodological differences including use of
whole cell recording conditions, younger animals, and CNQX,
which unlike structurally related quinoxalinediones depolar-
izes hippocampal interneurons by nonspecific mechanisms
(McBain et al. 1992), may have resulted in more depolarized
RMP values in earlier studies (Geiger et al. 1997; Vida et al.
2006). It is important to note that the RMP values in our study
are in the same range as the RMP of hippocampal interneurons
measured with less invasive cell-attached recordings (Fricker
et al. 1999; Verheugen et al. 1999). Moreover, RMP and
EGABA values in control FS-BCs in our study are similar to the
RMP and IPSC reversal potential reported in hippocampal
interneurons from animals over postnatal day 30 (Banke and
McBain 2006) and likely result from developmental hyperpo-
larizing shift in interneuronal RMP and EGABA (Banke and
McBain 2006; Sauer and Bartos 2010). Importantly, we show
that FS-BC EGABA is depolarized relative to the RMP 1 wk
after SE, resulting in a depolarizing GABA driving force, as
previously reported in granule cells (Pathak et al. 2007).
Curiously, despite post-SE changes in FS-BC IGABA and
EGABA, FS-BC RMP remains unchanged. It is possible that
changes in non-GABAergic ionic conductances compensate
for changes in membrane conductance when tonic gGABA is
altered (Brickley et al. 2001). While the trauma of slicing can
impact neuronal chloride homeostasis (Dzhala et al. 2012), our
use of young adult animals and high-sucrose slicing solution
minimizes these effects. Additionally, our inclusion of only
morphologically intact neurons, the hyperpolarized FS-BC
RMP, and the lack of difference between RMP in control and
post-SE FS-BCs suggest that slicing-induced trauma is un-
likely to underlie the post-SE depolarization of FS-BC EGABA.
FS-BC EGABA undergoes a developmental hyperpolarizing
shift believed to result from increases in the expression of the
potassium-chloride cotransporter KCC2 (Sauer and Bartos
2010). While cognizant of the limitations of semiquantitative
analysis of fluorescence intensity, we find consistent post-SE
reduction in the intensity of membrane labeling for KCC2 in
FS-BCs, suggesting that a decrease in KCC2 may contribute to
the depolarizing shift in FS-BC EGABA after SE. Whether
FS-BCs, like granule cells (Pathak et al. 2007), show post-SE
activity-dependent changes in the reversal potential for synap-
tic events remains to be tested.

Impact of tonic IGABA and depolarizing EGABA on FS-BC and
network excitability. Using biophysically realistic multicom-
partmental FS-BC simulations, we determined the tonic con-
ductance that modeled the experimentally observed FS-BC
tonic IGABA. Since recordings in slices at 33°C without added
GABA or transporter antagonist likely underestimated tonic
IGABA amplitudes, our measurements with GABA transporter
antagonists may better represent the magnitude of FS-BC tonic
IGABA in the biological tissue during neuronal activity. Volt-
age-clamp simulations identified the range of tonic gGABA
(1–10 �S/cm2) that was compatible with experimentally de-
rived estimates of FS-BC tonic IGABA (10–60 pA). Changing
tonic gGABA across this entire range (50 pA) caused an

3.3-M� shift in Rin and a�3% change in input conductance,
suggesting that differences in Rin and input conductance due to
a 10-pA shift in FS-BC tonic IGABA may be difficult to detect
experimentally. Increases in tonic gGABA reduced model
FS-BC excitability when EGABA was �74 mV and, at similar

values of gGABA, enhanced excitability when EGABA was con-
strained by the depolarized values (�54 mV) observed after
SE. As reported previously (Song et al. 2011), increasing tonic
gGABA beyond 1 mS/cm

2 in model FS-BCs resulted in shunting
inhibition even with depolarizing EGABA. However, the low
FS-BC Rin and larger driving force (
20 mV) could account
for the relatively high gGABA needed to obtain shunting inhi-
bition in our biophysically realistic FS-BC model compared
with earlier simulations using single-compartment models with
low-leak conductance (Song et al. 2011). Our simulations
identify that, together, the post-SE changes in tonic IGABA and
EGABA maintain FS-BC excitability during excitatory inputs
(Fig. 10). It is possible that the parallel changes in tonic IGABA
and reversal potential reflect homeostatic plasticity to maintain
FS-BC activity levels in the network (Howard et al. 2007;
Turrigiano et al. 1994). In dentate network models with recur-
rent mossy fiber collaterals, including FS-BCs with simulated
tonic IGABA consistently resulted in low evoked granule cell
activity when FS-BC EGABA was depolarizing. Curiously,
evoked granule cell activity in some but not all network
implementations was greatly enhanced and developed into
seizurelike recurrent firing when EGABA was �74 mV. Since
the average number of cell type-specific connections to each
neuron in a given class of cells was not different between the
networks, it is likely that the presence of a few highly con-
nected hub cells and formation of feedback excitatory loops
(Morgan and Soltesz 2008) may have contributed to the dif-
ferences in activity patterns between the networks with other-
wise identical connectivity statistics. While our simulations
predict that post-SE changes in FS-BC inhibition can limit
early SE-induced increases in dentate excitability when sprout-
ing is low, structural reorganization and cell loss associated
with epileptogenesis could undermine this potential compen-
satory mechanism. Additionally, maintenance of normal neu-
ronal and network excitability despite altered gGABA and re-
versal is consistent with recent studies suggesting that multiple
combinations of intrinsic parameters can result in similar
circuit performance (Marder 2011). However, all parameter
combinations may not be identically robust in maintaining
normal activity during different network perturbations. Thus,
while the observed changes in tonic IGABA and EGABA maintain
normal FS-BC and dentate activity during focal afferent acti-
vation, these changes may compromise FS-BC responses dur-
ing certain patterns of network perturbations and may impact
generation of network rhythms contributing to memory impair-
ments associated with seizure disorders.
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Decrease in Tonic Inhibition Contributes to Increase in
Dentate Semilunar Granule Cell Excitability after Brain
Injury

Akshay Gupta,1 Fatima S. Elgammal,1* Archana Proddutur,1* Samik Shah,1 and Vijayalakshmi Santhakumar1,2

Departments of 1Neurology and Neurosciences and 2Pharmacology and Physiology, New Jersey Medical School, University of Medicine and Dentistry of
New Jersey, Newark, New Jersey 07103

Brain injury is an etiological factor for temporal lobe epilepsy and can lead to memory and cognitive impairments. A recently character-
ized excitatory neuronal class in the dentate molecular layer, semilunar granule cell (SGC), has been proposed to regulate dentate network
activity patterns and working memory formation. Although SGCs, like granule cells, project to CA3, their typical sustained firing and
associational axon collaterals suggest that they are functionally distinct from granule cells. We find that brain injury results in an
enhancement of SGC excitability associated with an increase in input resistance 1 week after trauma. In addition to prolonging miniature
and spontaneous IPSC interevent intervals, brain injury significantly reduces the amplitude of tonic GABA currents in SGCs. The
postinjury decrease in SGC tonic GABA currents is in direct contrast to the increase observed in granule cells after trauma. Although our
observation that SGCs express Prox1 indicates a shared lineage with granule cells, data from control rats show that SGC tonic GABA
currents are larger and sIPSC interevent intervals shorter than in granule cells, demonstrating inherent differences in inhibition between
these cell types. GABAA receptor antagonists selectively augmented SGC input resistance in controls but not in head-injured rats.
Moreover, post-traumatic differences in SGC firing were abolished in GABAA receptor blockers. Our data show that cell-type-specific
post-traumatic decreases in tonic GABA currents boost SGC excitability after brain injury. Hyperexcitable SGCs could augment dentate
throughput to CA3 and contribute substantively to the enhanced risk for epilepsy and memory dysfunction after traumatic brain injury.

Introduction
Brain injury engenders a wide spectrum of neurological compli-
cations involving the hippocampus, including an elevated risk for
acquired temporal lobe epilepsy and for memory and cognitive
dysfunction (McAllister, 1992; Annegers et al., 1998; Herman,
2002; Thompson et al., 2005; Lowenstein, 2009). Although brain
injury leads to neuronal damage and enhanced excitability of the
dentate gyrus within 1 week after trauma (Lowenstein et al., 1992;
Toth et al., 1997), intrinsic excitability of the major glutamatergic
neurons remains unchanged (Santhakumar et al., 2000; Howard
et al., 2007). However, whether hyperexcitability of a subset of
glutamatergic neurons may underlie early postinjury increases in
dentate excitability is not known.

Semilunar granule cells (SGCs) are novel excitatory neurons
in the dentate inner molecular layer (IML). These have recently

been identified as the prime orchestrators of persistent firing in
hilar neurons (Larimer and Strowbridge, 2010). Although SGCs,
like granule cells, project to CA3, they are unique in the presence
of molecular layer axon collaterals (Williams et al., 2007), which
could contribute to synaptic excitation of neighboring granule
cells. Physiologically, afferent stimulation evokes persistent firing
in SGCs, which underlie prolonged synaptic barrages in hilar
neurons (Williams et al., 2007). Thus, SGCs are in a pivotal po-
sition to regulate dentate feedback circuits and have been pro-
posed to contribute to the integrity of the physiological “dentate
gate” (Heinemann et al., 1992) that regulates granule cell
throughput (Larimer and Strowbridge, 2010). Since SGCs have
dual projection and associational connectivity, and can regulate
dentate excitability and hippocampal working memory (Walker
et al., 2010), increases in SGC excitability following brain injury
could contribute to the development of post-traumatic epilepsy
and memory loss.

Granule cell synaptic inhibition undergoes significant changes
following brain injury due to loss of hilar interneuronal popula-
tions and plasticity of surviving neurons (Toth et al., 1997; Ross
and Soltesz, 2000; Santhakumar et al., 2000; Hunt et al., 2011).
Moreover, granule cells have persistent “tonic” inhibition
mediated by high-affinity, extrasynaptic GABAA receptors
(GABAARs) activated by ambient levels of GABA (Stell et al.,
2003; Mtchedlishvili and Kapur, 2006). Tonic inhibition can con-
tribute substantially to resting membrane conductance and reg-
ulate neuronal gain and excitability (Mitchell and Silver, 2003;
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Ruiz et al., 2003; Chadderton et al., 2004;
Farrant and Nusser, 2005). Receptors un-
derlying granule cell tonic GABA currents
are known to be altered in models of ac-
quired epilepsy (Peng et al., 2004; Zhang
et al., 2007; Zhan and Nadler, 2009; Ra-
jasekaran et al., 2010), including cortical
impact injury (Mtchedlishvili et al., 2010).
However, whether the source of inhibi-
tory inputs to SGCs is the same as that of
granule cells, whether SGCs have tonic
GABA currents, and if brain injury modi-
fies synaptic and tonic inhibition in SGCs,
is not known.

This study examines whether concus-
sive brain injury contributes to early
changes in the excitability and inhibition
of dentate semilunar granule cells, which
could underlie increases in dentate excit-
ability observed 1 week after injury.

Materials and Methods
Fluid percussion injury. All procedures were
performed under protocols approved by the
Institutional Animal Care and Use Committee
of the University of Medicine and Dentistry of
New Jersey, Newark, New Jersey. Lateral fluid
percussion injury (FPI) was performed on
young adult (postnatal days 24 –26) male,
Wistar rats (Charles River) as described previ-
ously (Dixon et al., 1987; Lowenstein et al.,
1992; Toth et al., 1997; Santhakumar et al.,
2000, 2003). Briefly, the rats were placed in a
stereotaxic frame under ketamine-xylazine an-
esthesia. A 2 mm hole was trephined on the left side of the skull 3 mm
caudal to bregma and 3.5 mm lateral from the sagittal suture. Two steel
screws were placed 1 mm rostral to bregma and 1 mm to the right of the
sagittal suture. A Luer-Lok syringe hub with a 2.6 mm inner diameter was
placed over the exposed dura and bonded to the skull with cyanoacrylate
adhesive. Neo-Predef was applied to the wound, and the animal was
returned to its home cage. One day later, animals were anesthetized with
isoflurane and attached to a fluid percussion device (Department of Bio-
medical Engineering, Virginia Commonwealth University, Richmond,
VA). A pendulum was dropped to deliver a brief (20 ms) 2.0 –2.2 atm
impact on the intact dura. This resulted in a moderate level of injury that
has been shown to cause a highly reproducible pattern of hilar cell loss
(Toth et al., 1997; Santhakumar et al., 2000). For sham injury, the ani-
mals were anesthetized and attached to the fluid percussion device, but
the pendulum was not dropped.

Slice preparation. One week (5– 8 d) after FPI or sham injury (Santha-
kumar et al., 2001), the rats were anesthetized with isoflurane and decap-
itated. Horizontal brain slices (300 �m for patch-clamp and 400 �m for
field experiments) were prepared in ice-cold sucrose artificial CSF
(sucrose-aCSF) containing the following (in mM): 85 NaCl, 75 sucrose,
24 NaHCO3, 25 glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2
using a Leica VT1200S Vibratome. The slices were sagittally bisected, and
the slices from the left hemisphere (ipsilateral to the side of injury) were
incubated at 32 � 1°C for 30 min in a submerged holding chamber
containing an equal volume of sucrose-aCSF and recording aCSF, and
subsequently were held at room temperature. The recording aCSF con-
tained the following (in mM): 126 NaCl, 2.5 KCl, 2 CaCl2, 2 MgCl2, 1.25
NaH2PO4, 26 NaHCO3, and 10 D-glucose. All solutions were saturated
with 95% O2 and 5% CO2 and maintained at a pH of 7.4 for 1– 6 h.

In vitro electrophysiology. For patch-clamp recordings, slices (300 �m)
were transferred to a submerged recording chamber and perfused with
oxygenated aCSF at 33 � 1°C. Whole-cell voltage-clamp and current-
clamp recordings from dentate granule cells and neurons in the IML were

performed using infrared differential interference contrast visualization
techniques (Stuart et al., 1993; Santhakumar et al., 2006) with a Nikon
Eclipse FN-1 microscope, using a 40� water-immersion objective. Re-
cordings were obtained using MultiClamp 700B (Molecular Devices).
Data were low-pass filtered at 3 kHz, digitized using DigiData 1440A, and
acquired using pClamp10 at 10 kHz sampling frequency. Tonic and syn-
aptic GABA currents were recorded in perfusing aCSF with no added
GABA. Except when indicated (see Fig. 9), no GABA transporter antag-
onists were included in the recording solution. Voltage-clamp recordings
of inward GABA currents were obtained using microelectrodes (5–7
M�) containing the following (in mM): 125 CsCl, 5 NaCl, 10 HEPES, 2
MgCl2, 0.1 EGTA, 2 Na-ATP, and 0.5 Na-GTP, titrated to a pH 7.25 with
CsOH. Biocytin (0.2%) was included in the internal solution for post hoc
cell identification, and the glutamate receptor antagonist kynurenic acid
(3 mM KyA, Tocris Bioscience) was included in the external solution to
isolate GABA currents. In experiments where spontaneous and miniature
IPSCs (mIPSCs) were recorded as outward currents from a holding potential
of 0 mV, the internal solution consisted of the following (in mM): 125 Cs-
methanesulfonate, 5 NaCl, 10 HEPES, 0.2 EGTA, 2 Mg-ATP, 0.2 Na-GTP,
and 5 QX-314 with biocytin (0.2%). Among neurons recorded in the IML,
only cells showing the widespread dendritic morphology and axon project-
ing to the hilus (Williams et al., 2007) were analyzed and included in the
study. Recordings were discontinued if series resistance increased by �20%.
In some experiments, selective GABAAR agonists with a preference for
�-subunit-containing GABAARs, 4,5,6,7-tetrahydroisoxazolo[5,4-c]pyri-
din-3-ol (THIP, 1 �M), or �-tetrahydrodeoxycorticosterone (THDOC, 20
nM) (Brown et al., 2002; Stell et al., 2003) were included in the external
solution. The GABA transporter-1 inhibitor 1-[2-([(diphenylmethyl-
ene)imino]oxy)ethyl]-1,2,5,6-tetrahydro-3-pyridinecarboxylic acid (NO-
711) was used to test the contribution of GABA uptake mechanisms to
changes in tonic GABA currents in Figure 9. All salts were purchased from
Sigma-Aldrich. Tonic GABA current, the steady-state current blocked by the
GABAAR antagonist bicuculline methiodide (BMI, 100 �M, Sigma-Aldrich)

Figure 1. Dentate hilar cell death and increased excitability after concussive brain injury. A, Representative Fluoro-Jade
C-stained section from a rat perfused 4 h after sham injury shows no fluorescently labeled neurons, illustrating the absence of dying
neurons in sham-injured controls. B, Fluoro-Jade C-stained section from a rat perfused 4 h after FPI shows numerous labeled dying
neurons in the hilus. C, Representative traces of granule cell layer field responses evoked by perforant path stimulation in slices
from a sham-injured (left) and head-injured (right) rat obtained 1 week after FPI illustrates the larger population spike amplitude
in the injured dentate gyrus compared with sham injury. Traces are an average of four trials in response to a 4 mA stimulus to the
perforant path. Arrows indicate location of stimulus artifact that was truncated. D, Summary data demonstrate the postinjury
increase in afferent-evoked excitability of the dentate gyrus at various stimulation intensities. Error bars indicate SEM. *p � 0.05,
unpaired Student’s t test. Wk, Week; GCL, granule cell layer.
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or gabazine (SR95531, 10 �M, Sigma-Aldrich), was measured as described
previously (Santhakumar et al., 2006; Glykys and Mody, 2007) using custom
macros in IgorPro7.0 software (WaveMetrics).

Membrane voltage recordings were performed using pipettes contain-
ing the following (mM): 126 K-gluconate, 4 KCl, 10 HEPES, 4 Mg-ATP,
0.3 Na-GTP, 10 PO-creatinine with 0.2% biocytin. For experiments ex-
amining the firing rate and input resistance, cells were held at �70 mV
with small current injections. The test pulse consisted of 1 s current

injections from �200 pA in steps of 40 pA. The
threshold for the first action potential was de-
termined by calculating the first time deriva-
tive (dV/dt) of the voltage trace and setting 30
mV/ms as the threshold level for action poten-
tial initiation. The membrane voltage at the
time when dV/dt value crossed 30 mV/ms was
measured as the action potential threshold
(Cooper et al., 2003; Howard et al., 2007).
Spike frequency adaptation ratio was calcu-
lated as the ratio of the interspike interval be-
tween the first two and last two spikes in
response to a �200 pA current injection for 1 s.
In SGCs, the input resistance was determined
from the slope of linear fits to the steady-state
voltage responses during current injections in
the range of �200 – 0 pA (in 40 pA steps). In-
put resistance measured from the steady-state
voltage responses to �120 pA current injec-
tions was used to compare intrinsic properties of
granule cells and SGCs. The membrane time
constant was fitted to the initial part of the
voltage response during �120 pA current
injections.

Field recordings were performed in an inter-
face recording chamber (BSC2, Automate Sci-
entific) perfused with aCSF. Brain slices (400
�m) rested on a filter paper and were stabilized
with platinum wire weights. The tissue was
continuously superfused with humidified 95%
O2/5% CO2 and the temperature of the perfus-
ing solution was maintained at 34°C using a
proportional control heating unit (PTC03, Au-
tomate Scientific). Field recordings of evoked
population spikes in the granule cell layer of
the dentate gyrus were obtained using patch
pipettes filled with recording aCSF. To evoke
the field responses, constant current stimuli
(0.5– 4 mA, 50 �s) were applied at 0.1 Hz
through a bipolar 90 �m tungsten stimulating
electrode placed in the perforant path at the
junction of the dorsal blade and the crest and
coupled to a high-voltage stimulus isolator
(A365R, WPI). Recordings were obtained us-
ing an AxoPatch200B amplifier, filtered at 4
kHz using a Bessel filter, and digitized at 10
kHz with a DigiData 1440A analog-to-digital
interface (Molecular Devices). The field re-
sponses in the granule cell layer were measured
at five predetermined points in each slice (San-
thakumar et al., 2000, 2001), including the
tips of the dorsal and the ventral blades, the
middle of the dorsal and ventral blades, and
the middle of the crest, and the largest response
was studied further.

Anatomical methods. Following physiologi-
cal recordings, slices were fixed in 0.1 M phos-
phate buffer containing 4% paraformaldehyde
at 4°C for 2 d. For post hoc immunohistochem-
istry, thick slices (300 �m) were incubated
overnight at room temperature with antibod-
ies against Prox1 (AB5475, 1:1000, polyclonal

rabbit; Millipore) (Szabadics et al., 2010) or parvalbumin (PV-28, 1.5:
1000, polyclonal rabbit, Swant) (Földy et al., 2007) in 0.3% Triton X-100
and 2% normal goat serum containing PBS. Immunoreactions were re-
vealed using Alexa Fluor 488-conjugated secondary goat antibodies
against rabbit IgG and biocytin staining was revealed using Alexa Fluor
594-conjugated streptavidin. Sections were visualized and imaged using
a Zeiss LSM 510 confocal microscope with a 0.5 numerical aperture 20�

Figure 2. Features that distinguish granule cells from semilunar granule cells. A, Illustration of a fully reconstructed granule cell
shows the typical location of the somata in the granule cell layer (GCL) and compact dendritic spread in the molecular layer (ML).
The axon (mossy fiber, thin line) is seen projecting in the hilus, toward CA3. Inset, Confocal image shows labeling for biocytin (left),
Prox1 (middle), and the merged image (right), illustrating colabeling. Scale bar, 5 �m. B, Reconstruction of a biocytin-filled
semilunar granule cell shows the location of somata in the ML and demonstrates the wider dendritic span compared with the
granule cell in A. Note the high degree of branching of the SGC axon (thin line) in the hilus and projection to CA3. Inset, Confocal
image of the somata of the SGC in B shows labeling for biocytin (left), Prox1 (middle), and the merged image (right), illustrating
colabeling. Scale bar, 5 �m. C, Membrane voltage traces from the granule cell in A show the highly adapting firing pattern in
response to �200 pA current injection and hyperpolarization during a �120 pA current injection. D, Current-clamp recordings
from the semilunar granule cell in B illustrate the continuous firing with low adaptation during a �200 pA depolarizing current
injection from a holding potential of �70 mV. Note that the hyperpolarization in response to a �120 pA current injection is
smaller than in the granule cell in C. Inset, Expanded membrane voltage trace shows the slow ramp depolarization (arrowhead)
and large, slow afterhyperpolarization (arrow) that are distinctive of SGCs. E, Summary histogram shows lower spike frequency
adaptation ratio (i.e., higher adaptation) in granule cells compared with SGCs. F, Summary plot illustrates the low input resistance
of SGCs compared with granule cells. *p � 0.05, Student’s t test.
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objective. Cell reconstructions and morpho-
logical analyses were performed with Neurolu-
cida V.10.02 (MBF Bioscience) using confocal
image stacks.

Fluoro-Jade C staining was performed on
sections from rats perfusion fixed with 4%
paraformaldehyde 4 h after sham or head in-
jury. Hippocampal sections (40 �m) were
mounted on gelatinized slides and air dried.
Slides were immersed in 100% alcohol, 70%
ethanol, and water for 2 min each followed by a
15 min incubation in 0.06% potassium per-
manganate before being stained with 0.001%
Fluoro-Jade C in 0.1% acetic acid in the dark
for 30 min. NeuN staining was performed in
sections from rats perfused 1 week after sham
or head injury. Sections were incubated
overnight at room temperature with anti-
NeuN antibody (MAB377, 1:10,000, mouse
monoclonal, Millipore) in 0.3% Triton and 2%
normal goat serum in PBS. Sections were re-
acted with Alexa Fluor 594-conjugated goat
anti-mouse secondary to reveal staining. Con-
trols in which primary antibody was omitted
were routinely included. Quantification was
performed on randomly selected sections from
septal and temporal poles and midlevels of the
hippocampus on the injured side. Cell counts
were performed using the Optical Fractionator
probe of Stereo Investigator V.10.02 (MBF
Bioscience) using an Olympus BX51 micro-
scope and a 100� oil objective. In each section,
the hilus was outlined by a contour traced us-
ing a 10� objective. The following sampling
parameters were set at 100�: counting frame,
50 � 50 �m; dissector height, 15 �m; and top
guard zone, 10 �m. Approximately 25 sites per
contour, selected using randomized systematic
sampling protocols, were sampled. In each sec-
tion, the cell count was estimated based on pla-
nimetric volume calculations in Stereo
Investigator (West et al., 1991; West, 1993).

Analysis and statistics. Individual sIPSCs
were detected using custom software in Igor-
Pro7.0 (Santhakumar et al., 2006, 2010).
Events were visualized, and any “noise” that
spuriously met trigger specifications was re-
jected. Cumulative probability plots of sIPSC
parameters were constructed using IgorPro by
pooling equal number of sIPSCs from each cell.
Statistical analysis was performed by paired
and unpaired Student’s t test (Microsoft Ex-
cel 2007) or Kolmogorov–Smirnov (K–S)
test (in IgorPro7.0) for data that were not dis-
tributed normally. Additionally, two-way
repeated-measure ANOVA (SysStat) was used
to test for statistical differences between the fir-
ing of sham-injured and FPI SGC in response
to increasing current injections. Significance
was set to p � 0.05. Data are shown as mean �
SEM or median and interquartile range (IQR)
where appropriate.

Results
Hilar neuronal degeneration and increased dentate
excitability 1 week after lateral fluid percussion injury
Concussive brain injury is known to result in instantaneous dam-
age to neurons in the dentate hilus and an increase in dentate

excitability as early as 1 week after injury (Lowenstein et al., 1992;
Toth et al., 1997; Santhakumar et al., 2000). The severity of injury
correlates well with the extent of neuronal damage and the risk
for developing temporal lobe epilepsy (Coulter et al., 1996; Toth
et al., 1997; Thompson et al., 2005; Kharatishvili et al., 2006). In

Figure 3. Increase in excitability of semilunar granule cells after brain injury. A, B, Biocytin-filled and reconstructed semilunar
granule cells in experiments performed 1 week after sham injury (A) and head injury (B) show the SGC soma in the molecular layer
(ML) and widespread dendrites (thick lines). Axons (thin lines) of both control and injured SGCs are seen projecting toward CA3.
Note the axon collateral in the inner molecular layer (arrowhead) of the control SGC in A. Insets, Confocal images of biocytin (left)
and Prox1 labeling (middle) of the SGC soma. The merged images (right) demonstrate Prox1 labeling in SGCs from both sham-
injured and FPI rats. Scale bar, 5 �m. C, Example membrane voltage traces from the sham-injured SGC in A show the nonadapting
firing in response to a �200 pA current injection and hyperpolarization during a �120 pA current injection. D, Representative
recordings in the FPI SGC in B illustrate the higher firing frequency for the same �200 pA depolarizing current injection as in C.
Additionally, the hyperpolarization in response to a �120 pA current injection is larger than in the sham-injured SGC (C). Note that
the characteristic slow ramp depolarization (arrowhead) and large slow afterhyperpolarization (arrow) are observed in the FPI SGC.
E, Summary plot of firing rates of sham-injured and FPI SGCs during 1 s depolarizing current steps shows the enhanced firing
frequency in FPI SGC. F, Histograms show that FPI SGCs have higher input resistance than controls. Sham-injured SGC data are
derived from the same group of cells as in Figure 2. *p � 0.05, Student’s t test. GCL, Granule cell layer; Wk, week.
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this study, we used a moderate injury strength of 2.0 –2.2 atm
pressure, which has been shown to result in reproducible neuro-
nal loss largely restricted to the dentate hilus (Toth et al., 1997)
and increase in the ability to evoke limbic seizures (Santhakumar
et al., 2001). As illustrated by representative Fluoro-Jade
C-stained hippocampal sections from rats perfused 4 h after
sham injury or FPI (Fig. 1A,B), degenerating neurons labeled by
Fluoro-Jade C were observed in the hilus of head-injured rats
(214.8 � 64.3 hilar neurons/section in 12 sections from three
rats) and not in sham-injured controls (0 � 0 hilar neurons/
section in 9 sections from three rats, p � 0.05 t test vs FPI). These
data are consistent with rapid neuronal degeneration in the den-
tate hilus following mechanical injury to neurons during impact
(Toth et al., 1997). Additionally, NeuN staining for neuronal
nuclei was performed to verify the presence of hilar neuronal loss
at later time points. Comparison of sections prepared 1 week after
sham or head injury revealed a significant decrease in NeuN-
stained neurons in the dentate hilus 1 week after FPI (sham in-
jured: 306.8 � 33.2 hilar neurons/section, a total of 444 cells
counted in 12 sections from 3 rats; FPI: 204.3 � 30.8 hilar neu-
rons/section, based on 364 cells counted in 14 sections from 3
rats, 33.5 � 9.6% decrease, p � 0.05, t test). To assess the early
post-traumatic changes in dentate excitability, we examined field
recordings of afferent-evoked granule cell population responses 1
week after FPI. The amplitude of the granule cell population
spike evoked by perforant path stimulation was larger in slices

from head-injured rats compared with
age-matched sham-injured controls (Fig.
1C). Summary data in Figure 1D demon-
strate the postinjury increase in dentate-
evoked population response at various
stimulation intensities (sham injured: n �
9 slices from 5 rats; FPI: n � 8 slices from
3 rats) and confirm that our system reli-
ably replicates the post-traumatic increase
in dentate excitability, which has been ob-
served after moderate concussive head
trauma and proposed to augment limbic
epileptogenicity after brain injury (Low-
enstein et al., 1992; Toth et al., 1997; San-
thakumar et al., 2001).

Early post-traumatic hyperexcitability
of semilunar granule cells
Since post-traumatic increase in dentate
excitability is well established 1 week after
injury, we focused on this early time point
in the current study. Although increases
in excitability of granule cells or mossy
cells are potential direct mechanisms to
account for post-traumatic increases in
dentate field excitability, little postinjury
change in firing has been found in these
two dentate glutamatergic neurons (San-
thakumar et al., 2000; Howard et al.,
2007). We examined whether the excit-
ability of SGCs, a population of neurons
originally described by Ramón y Cajal
(1995) and recently characterized as
glutamatergic dentate projection neu-
rons (Williams et al., 2007), is altered
after brain injury.

To ascertain whether we could reliably
distinguish granule cells from SGCs, we recorded and filled gran-
ule cells in the granule cell layer and presumed SGCs in the IML.
Similar to observations in naive rats (Williams et al., 2007), den-
drites of SGCs from sham-injured rats had a wider span com-
pared with the relatively compact dendritic spread of granule cells
(Fig. 2A,B; maximum dendritic spread in �m, granule cell:
289.0 � 24.0, n � 8; SGC: 509.6 � 40.1, n � 11, p � 0.05, t test).
The angle of dendritic spread, the maximum angle subtended by
the dendrites at the soma, was also significantly larger in SGCs,
confirming that SGCs are morphologically distinct from granule
cells (angle of dendritic spread in degrees, granule cell: 55.4 � 5.4,
n � 8; SGC: 115.9 � 6.9, n � 11, p � 0.05, t test). Consistent with
previous findings (Williams et al., 2007), 3 of 10 SGCs had asso-
ciational axon collaterals in the granule cell layer or IML (Fig. 3A,
arrowhead). SGCs also exhibited extensive axonal branching in
the subgranular region of the hilus and four of eight fully recon-
structed SGCs had axons projecting all the way to CA3 (Fig. 2B).
The morphological similarities between SGCs and granule cells
have led to the suggestion that SGCs may be a class of granule cells
distinguished by their location. Nuclear expression of the home-
odomain transcription factor Prox1 has been used as a specific
marker to identify granule cells both in the granule cell layer and
in ectopic locations (Jessberger et al., 2008; Lavado et al., 2010;
Szabadics et al., 2010). As expected, all eight biocytin-filled and
recorded granule cells examined expressed Prox1 (Fig. 2A). Since
the presence or absence of Prox1 could provide insights into SGC

Figure 4. Decrease in SGC spontaneous IPSC frequency after FPI. A, Representative traces of voltage-clamp recordings from
sham-injured SGCs (top two traces) and FPI SGCs (bottom two traces) show the higher sIPSC frequency in sham-injured SGC (top
trace) and the complete block of synaptic events in BMI (100 �M) in the same cell. Note the decrease sIPSC frequency in the
recording from an FPI SGC (bottom trace) and subsequent block of synaptic events in BMI (100 �M). B–D, Cumulative probability
plots of interevent interval (B), amplitude (C), and weighted decay time constant (D) of sIPSCs recorded in kynurenic acid (3 mM) in
sham-injured SGCs (black) and FPI SGCs (gray). Labels in C apply to B and D as well. Vertical dashed lines indicate median of the
distribution at p � 0.5. D, Inset, Overlay of normalized average sIPSC traces from a sham-injured SGC (black) and an FPI SGC (gray)
illustrate the more rapid decay of sIPSCs after brain injury. The same number of individual events was selected from each cell to
develop the cumulative distribution (sham injured: n � 6 cells; FPI: n � 6 cells).
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lineage, we tested morphologically identified SGCs for Prox1 im-
munolabeling. As illustrated by insets in Figures 2B and 3, A and
B, biocytin-filled SGCs demonstrated nuclear labeling for Prox1
(all eight cells tested), indicating a shared lineage with granule
cells.

In addition to morphological differences, granule cells and
SGCs demonstrate certain distinct physiological characteristics
(Williams et al., 2007). In response to depolarizing current steps
from a holding potential of �70 mV, both SGCs and granule cells
responded with continuous firing (Fig. 2C,D). The prolonged
granule cell firing in response to current injection, while consis-
tent with earlier whole-cell recordings (Staley et al., 1992; Lübke
et al., 1998; Santhakumar et al., 2000), differs from the highly
adapting firing observed by Williams et al. (2007). Despite con-
tinuous firing in both SGCs and granule cells, firing rates in SGCs
demonstrated considerably higher adaptation ratios, indicating
lower spike-frequency adaptation, than in granule cells (Fig. 2E;
adaptation ratio, granule cell: 0.3 � 0.1, n � 8; SGC: 0.7 � 0.1,
n � 11, p � 0.05, t test). SGCs also displayed a characteristic slow
ramp potential before each action potential and were followed by
a distinctive slow afterhyperpolarization (Fig. 2D, inset), as re-
ported by Williams et al. (2007). Moreover, the input resistance
(Rin) of SGCs was significantly lower than that of granule cells
(Fig. 2F; in M�, granule cell: 254.2 � 26.9, n � 8; SGC: 160.1 �
14.3, n � 13, p � 0.05, t test), as has been reported previously
(Williams et al., 2007). Similarly, the membrane time constant of
SGCs was lower than in granule cells (in ms, granule cell: 20.7 �
2.3, n � 8; SGC: 15.0 � 1.6, n � 13, p � 0.05, t test). These data
show that regardless of the common neurochemical marker and
axonal projection, SGCs and granule cells can be reliably distin-
guished based on somatodendritic morphology and active and
passive physiological properties.

Next, we compared the intrinsic properties of sham-injured
SGCs with FPI SGCs from rats 1 week after head injury. Neurons
recorded in the IML were filled during recordings and processed
for biocytin immunohistology. Only SGCs identified based on
somatodendritic morphology and axonal projection to the hilus
were analyzed further (Fig. 3A,B). Like sham-injured SGCs, FPI
SGCs could be identified by the presence of the ramp depolariza-
tion before the action potential and pronounced slow afterhyper-
polarization (Fig. 3D). We examined the mean SGC firing
frequency in response to 1 s current injections from a holding
potential of �70 mV. As illustrated in Figure 3C–E, firing fre-
quency of FPI SGCs was significantly greater than that of sham-
injured SGCs (difference between sham-injured SCG and FPI
SGC firing was significant; F(1,22) � 6.9, p � 0.05 by two-way
repeated-measures ANOVA, n � 12 sham-injured SGCs and 14
FPI SGCs). However, there was no apparent depolarizing shift in
the resting membrane potential (in mV, sham-injured SGC:
�86.1 � 2.15, n � 13 cells; FPI SGC: �90.5 � 4.0, n � 14 cells,
p � 0.05, t test) or reduction in action potential threshold (in mV,
sham-injured SGC: �39.9 � 2.8, n � 13 cells; FPI SGC: �39.8 �
3.5, n � 14 cells, p � 0.05, t test) between sham-injured and FPI
SGCs (values were not corrected for junctional potentials). FPI
SGCs showed lower adaptation ratios, indicating greater spike-
frequency adaptation, during firing compared with sham-injured
SGCs (adaptation ratio: sham-injured SGC: 0.71 � 0.1, n � 12
cells; FPI SGC: 0.45 � 0.0, n � 14 cells, p � 0.05, t test), suggest-
ing that there may be postinjury changes in intrinsic membrane
currents in SGCs. Notably, as illustrated by the membrane volt-
age traces in Figure 3, C and D, FPI SGCs showed greater hyper-
polarization in response to a �120 pA current injection
compared with sham-injured SGCs. Accordingly, the input resis-

tance of FPI SGCs was greater than in sham-injured SGCs (Fig.
3F; Rin measured as the slope of linear fits to the average voltage
response during the last 200 ms of 1 s current injections from
�200 to �40 pA, sham-injured SGC: 132.2 � 12.3 M�, n � 13
cells; FPI SGC: 173.0 � 12.8 M�, n � 13 cells, p � 0.05, t test).
Our data constitute the first demonstration of changes in SGC
excitability in a model of neurological disease.

Post-traumatic changes in SGC synaptic inhibition
As might be predicted based on loss of hilar interneurons and
plasticity of the surviving interneurons following brain injury
(Lowenstein et al., 1992; Toth et al., 1997; Ross and Soltesz, 2000;
Santhakumar et al., 2000; Hunt et al., 2011), synaptic inhibition

Figure 5. Increase in granule cell sIPSC frequency and amplitude after brain injury. A, Exam-
ple current traces of individual sIPSCs in sham-injured (top two traces) and FPI (bottom two
traces) granule cells illustrate the lower frequency and amplitude in sham-injured granule cells
compared with FPI granule cells. The block of synaptic events in BMI (100 �M) is illustrated in
the respective lower traces. B, C, Cumulative probability plots of granule cell sIPSC interevent
interval (B) and amplitude (C) in sham-injured SGCs (black) and FPI SGCs (gray). Vertical dashed
lines indicate median of the distribution at p � 0.5. Identical number of events from each cell
were used in the analysis (control: n � 12 cells; FPI: n � 7 cells). Recordings were performed in
3 mM kynurenic acid.
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of granule cells and mossy cells undergo profound post-
traumatic modifications (Santhakumar et al., 2001; Howard et
al., 2007; Mtchedlishvili et al., 2010). Curiously, despite postin-
jury hilar interneuronal loss and a corresponding decrease in
action potential-independent mIPSCs, the frequency of sponta-
neous IPSCs in granule cells and mossy cells is elevated following
FPI (Santhakumar et al., 2001; Howard et al., 2007). Increased
excitability of certain interneurons and enhanced excitatory drive
to surviving interneurons after brain injury may contribute to an
increase in sIPSC frequency following brain injury (Ross and
Soltesz, 2000; Santhakumar et al., 2001; Hunt et al., 2011). Since
the dendritic distribution of SGCs corresponds with the axonal
distribution of hilar interneurons vulnerable to postinjury loss
(Lowenstein et al., 1992; Toth et al., 1997), we examined whether
brain injury altered sIPSC parameters in SGCs. Recordings were
performed in the presence of the glutamate receptor antagonist
kynurenic acid (3 mM) to block excitatory synaptic currents and
isolate IPSCs. Complete block of synaptic events following per-
fusion of BMI (100 �M) was used to confirm that the synaptic
events were mediated by GABAARs (Fig. 4A, top and bottom,
traces labeled BMI). One week after FPI, the interevent interval of
sIPSC in SGCs was prolonged compared with that in sham-
injured SGCs (Fig. 4A,B; in ms, sham-injured SGC: 64.2 � 2.5,

median � 45.9, IQR � 26.5– 82.1, n � 6
cells; FPI SGC: 207.9 � 17.3, median �
95.2, IQR � 46.0 –198.5, n � 6 cells, p �
0.05, K–S test) indicating a decrease in
sIPSC frequency. However, there was no
change in either the sIPSC amplitude (Fig.
4C; in pA, sham-injured SGC: 31.2 � 9.1,
median � 24.9, IQR � 18.4 –38.4, n � 6
cells; FPI SGC: 34.5 � 10.4, median �
25.7, IQR � 17.8 – 41.9, n � 6 cells, p �
0.05, K–S test) or the 20 – 80% rise time in
FPI SGCs (in ms, sham-injured SGC:
0.2 � 0.0, n � 6 cells; FPI SGC: 0.2 � 0.0,
n � 6 cells, p � 0.05, t test). The
amplitude-weighted decay time constant
(�decay) of sIPSCs showed a small but sta-
tistically significant decrease in FPI SGCs
(Fig. 4D; in ms, sham-injured SGC: me-
dian � 4.2, IQR � 3.3–5.3; FPI SGC: me-
dian � 3.5, IQR � 2.8 – 4.7, n � 6 cells
each, p � 0.05, K–S test). Since previous
studies have demonstrated loss of several
major hilar neuronal populations, includ-
ing those expressing somatostatin, parval-
bumin, cholecystokinin, and substance P
receptor after FPI (Lowenstein et al., 1992;
Toth et al., 1997; Santhakumar et al.,
2000), the observed decrease in SGC
sIPSC frequency may be due to the postin-
jury loss of hilar interneurons and a re-
sulting reduction in inhibitory drive to
SGCs.

Our data demonstrating post-traumatic
prolongation of sIPSC interevent interval
in SGCs are in direct contrast to the early
decrease in sIPSC interevent interval in
granule cells and mossy cells (Ross and
Soltesz, 2000; Santhakumar et al., 2001;
Howard et al., 2007). What accounts for
the post-traumatic increase in sIPSC in-

terevent interval in SGCs instead of the decrease in granule cells?
Could differences in experimental conditions, such as the inclu-
sion of glutamate receptor antagonists during recordings, be re-
sponsible? Indeed, previous experiments have shown that the
application of glutamate receptor antagonists leads to a greater
reduction in sIPSC frequency in granule cells from head-injured
rats (FPI granule cells) compared with sham-injured controls
(Santhakumar et al., 2001). Under our experimental conditions,
we found that in contrast to SGCs, sIPSC interevent interval in
granule cells was reduced after FPI (Fig. 5A,B; in ms, sham-
injured granule cell: 138.1 � 41.5, median � 89.1, IQR � 44.0 –
171.8, n � 12 cells; FPI granule cell: 110.2 � 45.8, median � 75.5,
IQR � 39.9 –136.5, n � 7 cells, p � 0.05, K–S test). These data are
consistent with earlier experiments in granule cells performed in
the absence of glutamate receptor antagonists (Ross and Soltesz,
2000; Santhakumar et al., 2001). The amplitude of sIPSCs in
granule cells was also significantly increased after head injury
(Fig. 5C; in pA, sham-injured granule cell: 32.9 � 7.0, median �
25.0, IQR � 17.9 –38.4, n � 12 cells; FPI granule cell: 50.0 � 10.9,
n � 7 cells, median � 37.1, IQR � 243– 62.3, p � 0.05, K–S test).
However, �decay of granule cell sIPSCs was not altered after head
injury (in ms, sham-injured granule cell: 4.7 � 0.8, median � 4.1,
IQR � 3.0 –5.5, n � 12 cells; FPI granule cell: 5.4 � 3.7, median �

Figure 6. Decrease in spontaneous and miniature IPSC frequency in SGCs after FPI. A, Representative traces of voltage-clamp
recordings from SGCs held at 0 mV show the higher sIPSC frequency in sham-injured SGC (top) and a decrease in sIPSC frequency in
the recording from an FPI SGC (bottom). B, Cumulative probability plots of sIPSC interevent interval in sham-injured (black) and FPI
(gray) SGCs. Vertical dashed lines indicate median of the distribution at p � 0.5. C, Voltage-clamp recording of miniature IPSCs in
sham-injured SGC (top) and FPI SGC (bottom). D, Cumulative probability plots of mIPSC interevent interval in sham-injured (black)
and FPI SGCs (gray). Vertical dashed lines indicate median of the distribution at p � 0.5.
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3.9, IQR � 2.8 –5.07, n � 7 cells, p � 0.05,
K–S test). As in SGCs, synaptic events
were fully blocked by BMI (100 �M; Fig.
5A, traces labeled BMI). The striking
agreement of our sIPSC data from granule
cells with results of earlier studies in gran-
ule cells and mossy cells (Ross and Soltesz,
2000; Santhakumar et al., 2001; Howard
et al., 2007), and the diametrically op-
posite change observed in SGCs under
identical experimental conditions, demon-
strate the cell-type specificity of post-
traumatic decrease in synaptic inhibition in
SGCs.

To determine whether brain injury re-
sulted in changes in synaptic inhibitory
input to SGCs even under conditions in
which glutamate receptors were not
blocked, we recorded sIPSCs at a hold-
ing potential of 0 mV, close to the rever-
sal potential for glutamatergic synaptic
events (Fig. 6A,B). The inward synaptic
currents recorded at 0 mV were fully
blocked by SR95531 (10 �M), indicating
that we could effectively isolate GABAAR-
mediated synaptic events (data not shown).
Similar to our observations in glutamate an-
tagonists (Fig. 4), there was an increase in
sIPSC interevent interval in SGCs 1 week
after FPI (Fig. 6A,B; in ms, sham-injured
SGC: 72.0 � 2.6, median � 54.6, IQR �
33.0–92.1, n � 5 cells; FPI SGC: 103.1 � 6,
median � 68.1, IQR � 38.8–126.8, n � 3
cells, p � 0.05, K–S test, 100 events from
each cell were included in the analysis), in-
dicating a decrease in SGC sIPSC frequency
after FPI. SGC sIPSC amplitude showed a small but statistically sig-
nificant increase after brain injury (Fig. 6A; in pA, sham-injured
SGC: 26.0 � 0.7, median � 21.5, IQR � 15.1–31.6, n � 5 cells; FPI
SGC: 26.6 � 0.8, median � 24.1, IQR � 18.0–32.2, n � 3 cells, p �
0.05, K–S test). Once again, these data confirmed the postinjury
decrease in SGC sIPSCs and revealed the striking contrast to the
enhanced granule cell sIPSC frequency observed in earlier studies
(Santhakumar et al., 2001).

Previous studies have demonstrated that neuronal loss after
moderate FPI is confined to the dentate hilus and that most major
hilar interneuronal populations are lost to a similar extent after
FPI (Toth et al., 1997; Santhakumar et al., 2000). Therefore, we
considered the possibility that the loss of hilar neurons may con-
tribute to postinjury decreases in inhibitory synaptic input to
SGC. To directly test for injury-induced changes in SGC inhibitory
inputs, we examined whether the action potential-independent
mIPSCs in SGCs are altered after FPI. Voltage-clamp recordings
of outward inhibitory synaptic currents (Vhold � 0 mV) in the
presence of the sodium channel blocker TTX (1 �M) demon-
strated an increase in SGC mIPSC interevent interval after brain
injury (Fig. 6C,D; in ms, sham-injured SGC: 123.2 � 6.1, me-
dian � 78.2, IQR � 39.9 –150.1, n � 4 cells; FPI SGC: 213.0 �
18.4, median � 107.8, IQR � 50.1–217.18, n � 5 cells, p � 0.05,
K–S test; 100 events from each cell were included in the analysis).
The amplitude of mIPSCs in SGCs was also enhanced after FPI
(in pA, sham-injured SGC: 26.0 � 0.6, median � 23.1, IQR �
17–32.1, n � 4 cells; FPI SGC: 29.2 � 0.5, median � 27.2, IQR �

21.3–34.8, n � 5 cells, p � 0.05, K–S test). The postinjury increase
in mIPSC interevent interval is similar to findings in granule cells
and mossy cells after FPI (Toth et al., 1997; Howard et al., 2007),
and is consistent with a decrease in inhibitory inputs to SGCs.
Since our data (Fig. 1) and previous studies (Toth et al., 1997;
Santhakumar et al., 2000) have demonstrated that the neuronal
loss after moderate FPI is restricted to the hilus, our findings
suggest that loss of hilar interneurons could underlie the postin-
jury decrease in SGC mIPSC frequency. Although the decrease in
mIPSC frequency is consistent across SGCs (our data), granule
cells (Toth et al., 1997), and mossy cells (Howard et al., 2007), the
distinctive decrease in sIPSC frequency in SGCs (current study)
compared with the increase in granule cells (Santhakumar et al.,
2001) and mossy cells (Howard et al., 2007) suggests that differ-
ent classes of interneurons may contribute to synaptic inhibition
in SGCs and granule cells after head injury.

Cell-type-specific differences in SGC and granule cell
synaptic inhibition
Could inherent, cell-type-specific differences in inhibitory input
to SGCs and granule cells contribute to the opposite post-
traumatic changes in sIPSC interevent interval in the two cell types?
Previous studies have identified that GABAergic basket cells express-
ing the calcium-binding protein parvalbumin (PV) are instrumental
in providing perisomatic inhibition to granule cells (Kraushaar and
Jonas, 2000; Hefft and Jonas, 2005). The predominant axonal distri-
bution of PV� basket cells is to the granule cell layer (Hefft and
Jonas, 2005). A salient feature of PV� interneurons in the granule

Figure 7. Intrinsic diversity in SGC and granule cell synaptic inhibition. A, Representative voltage-clamp recordings (Vhold �
�70 mV) of individual sIPSCs in a granule cell (top) and an SGC (bottom) from a sham-injured rat. Note the lower sIPSC frequency
in the granule cell compared with the SGC. B, Cumulative probability plots compare the sIPSC interevent interval granule cells
(black) and SGCs (gray) in control rats recorded in 3 mM kynurenic acid. Inset, Summary histogram of sIPSC frequency in granule
cells (GCs) and SGCs. C, Summary histogram of the 20 – 80% rise time in control granule cells and SGCs. D, Cumulative probability
plots of sIPSC amplitude in granule cells (black) and SGCs (gray). Vertical dashed lines indicate median of the distribution at p �
0.5. Identical number of events from each cell were used in the analysis (GC: n � 12 cells; SGC: n � 6 cells). Labels in D apply to B
and D. sIPSC data were derived from the same control group of cells as in Figures 4 and 5. *p � 0.05, Student’s t test.
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cell layer is that, unlike hilar interneurons, they are relatively resistant
to cell loss following brain injury (Toth et al., 1997). During immu-
nohistochemical staining, we found that granule cells filled with bio-
cytin during recordings were typically surrounded by a dense mesh
of axons labeled for PV in sections from both sham-injured and
head-injured rats (data not shown). On the other hand, SGCs were
located in the molecular layer, which showed a relatively sparse la-
beling for parvalbumin in sections from both sham-injured and FPI
rats (data not shown). These observations suggest that, compared
with granule cells, SGCs may receive fewer somatic inputs from
PV� basket cells.

To determine whether intrinsic differences in synaptic inhib-
itory input to SGCs and granule cells may contribute to the di-
vergent postinjury responses, we compared the sIPSC parameters
of SGCs and granule cells from sham-injured control rats (in
recordings performed with Cs-Cl-based internal solutions in the

presence of 3 mM kynurenic acid). Curi-
ously, our data show that the sIPSC inter-
event interval in sham-injured SGCs was
shorter than in sham-injured granule cells
(Fig. 7A,B; in ms, SGC: 64.2 � 2.5, n � 6
cells; granule cell: 138.1 � 41.5, n � 12
cells, p � 0.05, K–S test), contributing to a
higher sIPSC frequency in SGCs (Fig. 7B,
inset; in Hz, SGC: 24.6 � 2.3, n � 6 cells;
granule cell: 17.8 � 1.6, n � 12 cells, p �
0.05, t test). Additionally, sIPSC rise time
was significantly slower in SGCs (Fig. 7C;
in ms, SGC: 0.23 � 0.01, n � 6 cells; gran-
ule cell: 0.20 � 0.01, n � 12 cells, p � 0.05
t test), suggesting that SGCs received a
greater proportion of IPSCs from den-
dritically projecting interneurons com-
pared with granule cells. While the largest
amplitude events in granule cells were
larger than in SGCs, the difference in
sIPSC amplitude between SGCs and gran-
ule cells was not statistically significant
(Fig. 7D; in pA, SGC: 31.2 � 9.07, me-
dian � 24.9, IQR � 18.4 –38.4, n � 6 cells;
granule cell: 32.9 � 7.0, median � 25.0,
IQR � 17.9 –38.4, n � 12 cells, p � 0.05,
K–S test). Similarly, there was no differ-
ence in the sIPSC �decay between SGCs and
granule cells (in ms, SGC: median � 4.2,
IQR � 3.3–5.3; granule cell: median �
4.1, IQR � 3.0 –5.5, n � 12 cells, p � 0.05,
K–S test). Together, the higher sIPSC fre-
quency in control SGCs and the postin-
jury decrease in spontaneous and
miniature IPSC frequency indicate that
SGCs receive greater inhibitory input
from populations of hilar interneurons
vulnerable to injury-induced cell loss
compared with granule cells. These find-
ings revealed unexpected, and hitherto
unknown, differences in inhibition be-
tween SGCs and granule cells.

Brain injury decreases SGC tonic
GABA currents
Apart from the classical synaptic inhibi-
tory currents, granule cells express tonic

GABA currents mediated by extrasynaptic and perisynaptic
GABAAR containing �4 and � subunits (Stell et al., 2003; Wei et
al., 2003; Peng et al., 2004; Mtchedlishvili and Kapur, 2006).
Given the similarities between SGCs and granule cells, and the
evidence for injury-induced changes in granule cell tonic inhibi-
tion (Mtchedlishvili et al., 2010), we examined SGCs for the pres-
ence and postinjury changes in tonic GABA currents. In
morphologically identified SGCs, application of a saturating con-
centration of the GABAAR antagonist BMI (100 �M) decreased
the holding current, indicating the presence of tonic GABA cur-
rents (Fig. 8A). The magnitude of tonic GABA currents in SGCs
was significantly decreased after FPI (Fig. 8A,B; in pA, sham-
injured SGC: 16.7 � 1.7, n � 8 cells; FPI SGC: 4.1 � 0.9, n � 9
cells, p � 0.05, t test). Even when the tonic GABA currents were
normalized by cell membrane capacitance to eliminate con-
founding effects due to differences in cell size, tonic GABA

Figure 8. Decrease in SGC tonic GABA currents after brain injury. A, Representative voltage-clamp recordings (Vhold � �70
mV) from a sham-injured (top) and FPI SGC (bottom) 1 week after injury illustrate the magnitude of tonic GABA current blocked by
a saturating concentration of BMI (100 �M). Right, Gaussian fits to all-points histograms derived from 30 s recording periods in
control conditions in the presence of 3 mM kynurenic acid, after the addition of THIP (1 �M) and during BMI perfusion used to
determine tonic current amplitude. The dashed lines indicate the Gaussian means and the difference currents are noted. B,
Summary histogram of the tonic GABA currents in sham-injured and FPI SGC in kynurenic acid. C, Histogram of tonic GABA currents
in control aCSF with KyA and following addition of THIP in recordings from both sham-injured and FPI SGCs. D, Summary data of
tonic GABA current amplitude measured in THDOC (20 nM) in sham-injured and FPI SGCs. E, F, Cumulative probability plots
comparing the sIPSC-weighted decay time constants in aCSF with KyA (black) and following the addition of THIP (gray) in record-
ings from sham-injured (E) and FPI (F ) SGCs. Vertical dashed lines indicate median of the distribution at p � 0.5. Insets, Overlay of
normalized average sIPSC traces from a sham-injured SGC (E, inset) and an FPI SGC (F, inset) during recordings in aCSF with KyA
(black) and from the same cell following the addition of THIP (gray). The same number of individual events were selected from each
cell to develop the cumulative distribution (sham injured: n � 3 cells; FPI: n � 4 cells). *p � 0.05, paired and unpaired Student’s
t test.
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currents in SGCs from head-injured rats were lower than in
sham-injured controls (in pA/pF, sham-injured SGC: 0.18 �
0.04, n � 8 cells; FPI SGC: 0.07 � 0.02, n � 9 cells, p � 0.05, t
test). Tonic GABA currents were measured at physiological tem-
perature in the absence of added GABA or GABA transporter
inhibitors. In a subset of experiments in which SGC tonic GABA
currents were measured without prior application of the GABA
modulator THIP, tonic GABA currents in SGCs still showed a
significant decrease after FPI (in pA, sham-injured SGC: 15.8 �
1.5, n � 3 cells; FPI SGC: 2.4 � 1.1, n � 4 cells, p � 0.05, t test).
Since comparison of baseline tonic GABA currents in kynurenic
acid, measured in experiments without and with subsequent per-
fusion of THIP, revealed no statistical difference in either sham-
injured SGCs (tonic GABA currents in pA, in kynurenic acid
without THIP: 15.8 � 1.5, n � 3 cells; in experiments including
THIP modulation: 17.2 � 3, n � 5 cells, p � 0.05, t test) or FPI
SGCs (tonic GABA currents in kynurenic acid in pA, without
THIP: 2.4 � 1.1, n � 3 cells; in experiments including THIP
modulation: 5.4 � 1.1, n � 5 cells, p � 0.05, t test), the data were
pooled (Fig. 8B). As illustrated in Figure 8A,C, THIP (1 �M)
increased the baseline holding current and thereby potentiated
tonic GABA currents (tonic GABA currents in pA, sham-injured
SGC 17.2 � 3 in kynurenic acid and 47.9 � 10.5 in THIP, n � 5
cells, p � 0.05, t test; FPI SGC 5.4 � 1.1 in kynurenic acid and
15.5 � 3.7 in THIP, n � 5 cells, p � 0.05, t test), demonstrating
the role of GABAAR � subunits in SGC tonic GABA currents. The
magnitude of SGC tonic GABA currents measured in the pres-
ence of THIP was also decreased after brain injury (Fig. 8C).
However, the extent to which THIP enhanced SGC tonic GABA
currents was not altered after FPI (increase with THIP, sham-
injured SGC: 310.6 � 78.6%, n � 5 cells; FPI SGC: 294.0 �
77.8%, n � 5 cells, p � 0.05, t test). Because the lack of an immu-
nological marker to differentiate between granule cells and SGCs
renders it difficult to directly quantify injury-induced changes in
GABAAR � subunit expression in SGCs, we performed additional
physiological experiments in morphologically identified SGCs to
determine whether GABAAR currents mediated by � subunits are
altered after FPI. We found that tonic GABA currents recorded in
the presence of THDOC (20 nM), a relatively specific neuroste-
roid agonist of GABAAR � subunits in nM concentrations (Stell et
al., 2003), were significantly lower in SGCs from head-injured
rats compared with sham-injured controls (Fig. 8D; in pA, sham-
injured SGC: 50.9 � 15.6, n � 3 cells; FPI SGC: 5.1 � 3.8, n � 4
cells, p � 0.05, t test). The consistently lower tonic GABA current
amplitude in SGCs from head-injured rats in the presence of both
THDOC and THIP, and the lack of difference in THIP modula-
tion of tonic GABA currents between sham-injured and FPI
SGCs together suggest that decreases in GABAARs containing �
subunits contribute, in part, to the postinjury decrease in tonic
GABA currents in SGCs.

As demonstrated earlier (Fig. 4D), the sIPSC �decay is slower in
control SGCs compared with FPI SGCs. Previous studies in gran-
ule cells have shown that GABAAR � subunits can be located
perisynaptically and contribute to a slow component of synaptic
decay (Wei et al., 2003). Since the more rapid sIPSC �decay follow-
ing injury paralleled the decrease in tonic GABA currents (Fig.
8A,B), we examined whether brain injury reduces the contribu-
tion of GABAAR with � subunits to sIPSC decay in SGCs. In
sham-injured SGCs, THIP (1 �M) slowed sIPSC �decay, indicating
a role for GABAAR � subunits in the time course of sIPSCs (Fig.
8E; sIPSC �decay in ms, in KyA: 4.5 � 1.13, median � 4.24, IQR �
3.01–5.29; in THIP: 6.1 � 2.0, median � 5.10, IQR � 4.15–7.56,
n � 3 cells, p � 0.05, K–S test). However, as illustrated by the

cumulative probability distribution plots of sIPSC �decay (Fig.
8F), THIP failed to alter sIPSC �decay in FPI SGCs (sIPSC �decay in
ms, in KyA: 4.57 � 1.7, median � 3.68, IQR � 2.86 – 4.77; in
THIP: 4.9 � 2.8, median � 3.86, IQR � 2.98 –5.28, n � 4, cells
p � 0.05, test). These results are consistent with a post-traumatic
decrease in contribution of GABAAR with � subunits to sIPSC
decay in SGCs.

Next we examined whether changes in GABA uptake might
contribute to the postinjury decrease in SGC tonic GABA cur-
rents. Tonic GABA currents were recorded as baseline inward
currents (Vhold � 0 mV, in the absence of glutamate antagonists
or added GABA) blocked by a saturating concentration of
SR95531 (gabazine, 10 �M). As illustrated in Figure 9A,B, the
amplitude of tonic GABA currents was considerably reduced in
SGCs from head-injured rats compared with sham-injured con-
trols (in pA, sham-injured SGC: 22.5 � 6.7, n � 8 cells; FPI SGC:
6.6 � 3.6, n � 5 cells, p � 0.05, t test). In all recordings, the GAT-1
(GABA transporter-1) antagonist NO-711 (10 �M) enhanced
SGC tonic GABA currents. Even when differences in GABA
transport were abolished, tonic GABA currents measured in NO-
711 were larger in sham-injured SGCs than in FPI SGCs (Fig. 9B;
in pA, sham-injured SGC: 47.2 � 5.3, n � 8 cells; FPI SGC: 22.9 �
4.9, n � 5 cells, p � 0.05, t test). Moreover, the extent to which
NO-711 enhanced tonic GABA currents was not different be-
tween sham-injured and FPI SGCs (enhancement by NO-711,
sham-injured SGC: 271.2 � 61.5%, n � 8 cells; FPI SGC: 258.1 �
11.0%, n � 5 cells, p � 0.05, t test), suggesting that changes in
GABA transporter function are unlikely to underlie the postin-

Figure 9. Postinjury decrease in SGC tonic GABA currents is maintained in the presence of
GABA transporter blocker. A, Representative voltage-clamp recordings (Vhold � 0 mV) from a
sham-injured (top) and FPI SGC (bottom) 1 week after injury illustrate the magnitude of tonic
GABA current blocked by SR95531 (gabazine, 10 �M). Right, Gaussian fits to all-points histo-
grams derived from 30 s recording periods in aCSF after addition of NO-711 (10 �M) and during
SR95531 perfusion used to determine tonic current amplitude. The dashed lines indicate the
Gaussian means and the difference currents are noted. B, Summary histogram of SGC tonic
GABA currents in aCSF and after addition of NO-711 in recordings from both sham-injured and
FPI SGCs. *p � 0.05, paired and unpaired Student’s t test.
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jury decrease in SGC tonic GABA currents. Together, our data
support the inference that, in addition to reduced synaptic GABA
spillover as a consequence of postinjury decrease in sIPSC fre-
quency, decreases in GABAAR � subunits contribute to lower
tonic GABA currents in SGCs after head injury.

Although our data show that brain trauma results in diamet-
rically opposite changes in synaptic inhibition in granule cells and
SGCs, it is possible that early changes in tonic GABA currents
after brain injury are a result of a global decrease in tonic inhibi-
tion, independent of cell type. Studies in rodent models of ac-
quired epilepsy have demonstrated long-term increases in
granule cell tonic GABA currents (Zhan and Nadler, 2009). Re-
sults of a recent study conducted 3 months after cortical-impact

injury indicate that granule cell tonic
GABA currents are elevated on the side
contralateral to injury (Mtchedlishvili et
al., 2010). However, granule cell tonic
GABA currents were not enhanced 1– 6
months after severe fluid percussion in-
jury (Pavlov et al., 2011). We examined
whether brain injury leads to early changes
in granule cell tonic GABA currents when
the dentate network shows increases in per-
forant path-evoked excitability. Unlike
SGCs, tonic GABA currents in granule cells
were enhanced 1 week after FPI (Fig. 10A,B;
in pA, sham-injured granule cell: 8.4 � 1.1,
n � 9 cells; FPI granule cell: 20.8 � 3.4, n �
6 cells, p � 0.05, t test). The increase in gran-
ule cell tonic GABA currents was statistically
significant even when normalized to the cell
capacitance (in pA/pF, sham-injured gran-
ule cell: 0.15 � 0.03, n � 9 cells; FPI granule
cell: 0.6 � 0.24, n � 6 cells, p � 0.05, t test).
Additionally, THIP (1 �M) enhanced tonic
GABA currents in granule cells from both
sham-injured and FPI rats (Fig. 10C; in pA,
sham-injured granule cell: 8.1 � 1.9 in KyA
and 21.6 � 3.4 in THIP, n � 6 cells; FPI
granule cell: 20.8 � 3.4 in KyA and 45.4 �
6.4 in THIP, n � 6 cells). Potentiation of
tonic GABA currents by THIP was not dif-
ferent between granule cells from sham-
injured and FPI rats (tonic current
amplitude in KyA, sham-injured granule
cell: 285.22 � 46.39%, n � 6 cells; FPI gran-
ule cell: 243.42 � 44.5%, n � 6 cells, p �
0.05, t test), suggesting that increases in
GABAAR containing � subunits may under-
lie the enhancement of granule cell tonic
GABA currents after brain injury. Interest-
ingly, comparison of tonic GABA currents
between SGCs and granule cells in control
rats revealed that tonic GABA current am-
plitudes in SGCs were considerably larger
than those in granule cells (Fig. 10D; in pA,
granule cell: 8.4 � 1.1, n � 9 cells; SGC:
16.3 � 0.9, n � 6 cells, p � 0.05, t test).
Moreover, after injury, tonic GABA cur-
rents in FPI SGCs were reduced even when
compared with sham-injured granule cells
(Fig. 10D). Significantly, the results reveal
differences in magnitude and in the direc-

tion of postinjury plasticity of tonic GABA currents between SGCs
and granule cells and demonstrate cell-type-specific reduction in
SGC tonic inhibition after brain injury.

Post-traumatic decrease in tonic inhibition augments
SGC excitability
Since the receptors underlying tonic GABA currents contribute
to membrane conductance and regulate neuronal excitability
(Stell et al., 2003; Chadderton et al., 2004), we examined whether
the post-traumatic reduction in SGC tonic GABA conductance
may underlie the increase in SGC input resistance and excitability
after brain injury (Fig. 3C–F). In recordings from sham-injured
SGCs, the GABAA receptor antagonist SR95531 (20 �M) in-

Figure 10. Granule cell tonic GABA currents are increased after brain injury. A, Example voltage-clamp recordings (Vhold �
�70 mV) from granule cells from a sham-injured (top) and FPI (bottom) rat obtained 1 week after injury show the presence of
tonic GABA current blocked by a saturating concentration of BMI (100 �M). Right, Gaussian fits to all-points histograms derived
from 30 s recording periods in KyA after adding THIP (1 �M) and during BMI perfusion. The dashed lines indicate the Gaussian
means and the difference currents are noted. Note the larger amplitude of tonic GABA currents in FPI granule cells. B, Summary plot
of tonic GABA currents in sham-injured and FPI-granule cells in KyA. C, Histogram of tonic GABA currents in control aCSF with KyA
and following addition of THIP in recordings from both sham-injured and FPI granule cells. D, Comparison of tonic GABA current
amplitudes between granule cells (GCs) and SGCs in sham-injured and FPI rats. Histograms are based on tonic GABA currents
recorded in KyA from the same group of cells as in Figures 8 and 10, A and B. *p � 0.05, paired and unpaired Student’s t test.
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creased SGC input resistance measured as
the slope of linear fits to the voltage re-
sponse to the last 200 ms of 1 s hyperpo-
larizing current injections from �200 to
�40 pA (Rin in SR95531 as percentage of
Rin in aCSF: 117.2 � 3.4%, n � 8 cells, p �
0.05 by paired Student’s t test), indicating
that GABA conductance contributes sub-
stantively to the low input resistance in
sham-injured SGCs (Fig. 11A, top, B).
Consistent with our prediction based on
the post-traumatic decrease in tonic
GABA currents, and in contrast to sham-
injured SGCs, SR95531 did not alter the
input resistance of FPI SGCs (Fig. 11A,
bottom; Rin in gabazine as percentage of
Rin in aCSF: 101.2 � 5.5%, n � 10 cells,
p � 0.05 by paired Student’s t test). The
postinjury loss of gabazine (SR95531)
modulation of SGC input resistance (Fig.
11B) indicates that a decrease in GABAAR
conductance underlies the increase in
SGC input resistance after brain injury.
Most crucially, there was no difference in
the firing elicited by positive current in-
jections in SGCs from sham-injured and
head-injured rats in the presence of gaba-
zine (Fig. 11C; difference between sham-
injured and FPI SGC firing was not
significant, F(1,12) � 0.07, p � 0.8 by two-
way repeated-measures ANOVA, n � 6
sham-injured and 10 FPI SGCs). To-
gether, these data indicate that the post-traumatic changes in
GABAergic inhibition contribute to cell-specific enhancement of
SGC excitability after brain injury.

Discussion
In seeking to identify cellular mechanisms underlying post-
traumatic limbic hyperexcitability, this study has demonstrated
altered excitability and tonic inhibition in glutamatergic SGCs
following brain injury. Simultaneously, the data revealed that
granule cells and SGCs have fundamental differences in inhibi-
tion. First, in relation to brain trauma, there is early postinjury
increase in excitability of SGCs, which is unique among dentate
excitatory neurons. In SGCs, there are cell-specific reductions in
synaptic and tonic GABA currents 1 week after brain injury. By
comparison, in granule cells, synaptic and tonic GABA currents
increase 1 week after brain injury. Crucially, the post-traumatic
decrease in GABAergic inhibition enhances SGC input resistance
and excitability after FPI. These data establish for the first time
the involvement of SGCs in neurological disease and demon-
strate neuronal hyperexcitability resulting from decrease in tonic
GABA currents in a model of acquired epilepsy. Second, concern-
ing native properties, SGCs express Prox1, a specific marker for
granule cells, indicating the common origin of the two types of
cells. Regardless of the shared dendritic location, SGCs receive
more frequent and slower rising sIPSCs than granule cells, indi-
cating differences in GABAergic innervation. Compared with
granule cells, SGCs have larger tonic GABA currents, which con-
tribute to their passive membrane properties. GABAAR with �
subunits contribute to both tonic and synaptic inhibition in
SGCs. Overall, we show that differences in GABAergic inhibition
are a critical distinguishing feature between SGCs and granule

cells and that GABAergic plasticity selectively enhances SGC ex-
citability after brain injury.

Role of hyperexcitable SGCs in the injured brain: hub, short
circuit, or both?
Brain injury leads to distinctive pathological changes in the hip-
pocampus and results in epilepsy and cognitive disorders
(Coulter et al., 1996; Toth et al., 1997; Santhakumar et al., 2001;
D’Ambrosio et al., 2005; Cohen et al., 2007; Kharatishvili and
Pitkänen, 2010). Here we demonstrate that SGCs, novel glutama-
tergic IML neurons, are more excitable 1 week after brain injury.
Since SGCs contribute to sustained depolarization of hilar in-
terneurons or “up-states,” which have been proposed as a cellular
substrate for working memory (Larimer and Strowbridge, 2010),
post-traumatic changes in SGC physiology may underlie mem-
ory and cognitive impairments following brain injury (Lyeth et
al., 1990; Schwarzbach et al., 2006).

What are the potential implications of enhanced SGC excitability
after brain injury? While SGC axonal projection constitutes a paral-
lel output from dentate to CA3, the prolonged, input-specific
inhibition of granule cells during sustained SGC firing indicates
that SGCs augment the dentate gate through activation of hilar
feedback interneurons (Larimer and Strowbridge, 2010). Al-
though it is possible that the increase in SGC excitability repre-
sents a homeostatic response to enhance the dentate gate, the
post-traumatic loss of hilar interneurons that constitute the feed-
back circuit (Lowenstein et al., 1992; Toth et al., 1997) will more
likely diminish the contribution of SGCs to feedback inhibition
in the injured brain. A potential consequence of the injury-
induced network changes is that the direct SGC projections to
CA3 may “short-circuit” the dentate gate and impart the en-

Figure 11. GABAA receptor antagonists enhance SGC input resistance in sham-injured controls but not after FPI. A, Membrane
voltage responses to a �120 pA current injection recorded in a control and an FPI SGC illustrate that SR95531 (20 �m) increased
the hyperpolarizing response in sham-injured SGCs (top) but failed to alter the response of FPI SGCs (bottom). B, Summary plot of
the effect of SR95531 on SGC Rin, expressed as a percentage of Rin in control aCSF, shows that SR95531 enhanced Rin control SGC but
failed to alter Rin in FPI SGC. C, Plot of SGC firing rates recorded in the presence of SR95531 (20 �m) reveals the action potential
frequency during 1 s depolarizing current steps was not different in sham-injured and FPI SGCs. *p � 0.05 paired and unpaired
Student’s t test. Wk, Week.
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hanced excitability to CA3. An alternative, albeit not mutually
exclusive, possibility is that the SGC IML associational collaterals
may excite neighboring granule cells, forming a local focus of
hyperexcitability after trauma. SGC innervation of surviving
mossy cells (Williams et al., 2007) may also contribute to septo-
temporal spread of excitability (Ratzliff et al., 2004). Given the
typical sustained SGC firing, the possibility that SGCs drive early
postinjury increases in dentate excitability is compatible with the
contribution of polysynaptic network activity to the increase in
duration of granule cell and mossy cell firing after brain injury
(Santhakumar et al., 2000). Furthermore, it remains to be seen
whether SGCs undergo structural plasticity of hilar and molecu-
lar layer axon collaterals analogous to the aberrant recurrent
mossy fiber sprouting after brain injury (Golarai et al., 2001;
Santhakumar et al., 2001; Kharatishvili et al., 2006). While the rela-
tively sparse distribution of SGCs pose a potential caveat to its ability
to transform network activity, computational analyses predict that a
few highly connected neurons could serve as “hubs” that shape net-
work behavior in epilepsy (Morgan and Soltesz, 2008). Together,
SGCs are ideally situated to enhance local excitability, compromise
specificity of the dentate gate, directly activate hippocampal neu-
rons, and thereby play a causal role in early increases in evoked
population responses in the dentate gyrus after brain injury.

Differential synaptic inhibition of granule cells and SGCs:
insights from injury
Our demonstration that SGCs express Prox1 and likely share the
granule cell niche of adult neurogenesis (Jessberger et al., 2008;
Lavado et al., 2010; Karalay and Jessberger, 2011) may explain the
numerous similarities between the cell types. However, the dif-
ferences in sIPSC frequency between SGCs and granule cells in
control rats, and the opposite changes in sIPSC frequency ob-
served after FPI, indicate inherent differences in the source of
their inhibitory inputs. Given our current understanding, the
postinjury decrease of spontaneous and miniature IPSC fre-
quency in SGCs is consistent with post-traumatic hilar interneu-
ronal loss (Lowenstein et al., 1992; Toth et al., 1997). In contrast
to SGCs, granule cells from head-injured rats have more frequent
sIPSCs but fewer mIPSCs (Toth et al., 1997; Santhakumar et al.,
2001), indicating that granule cells may be innervated by neurons
that survive and are more excitable after injury. We suggest that
SGCs are less likely to be innervated by PV� interneurons with
axons in the granule cell layer. Since PV� basket cells generate
robust, perisomatic inhibition of granule cells (Hefft and Jonas,
2005), are relatively resilient (Toth et al., 1997), and possibly
more excitable (Ross and Soltesz, 2000) after brain injury, they
are a potential source of increases in granule cell sIPSC frequency
after brain injury. Moreover, because basket cells are central to
maintaining sparse granule cell activity (Kraushaar and Jonas,
2000), a paucity of PV� basket cell inputs to SGCs, consequent to
its location in the IML, may be permissive to the characteristic
persistent firing in SGCs (Larimer and Strowbridge, 2010).
Location-dependent distinctions in synaptic physiology have re-
cently been demonstrated among ectopic CA3 granule cells (Sza-
badics et al., 2010). Whether lower PV� basket cell innervation
of SGCs underlies the absence of post-traumatic increases in SGC
sIPSC frequency remains to be tested. Nonetheless, potential dif-
ferences in PV� basket cell innervation do not explain the inher-
ent higher frequency and slower rise time of SGC sIPSCs
compared with granule cells. The most plausible explanation for
our data is that, compared to granule cells, SGCs receive a greater
inhibitory input from vulnerable populations of hilar interneu-
rons that project to the distal dendrites.

Tonic inhibition and SGC excitability
As in granule cells (Stell et al., 2003; Wei et al., 2003; Peng et al.,
2004), we find that SGC tonic inhibition is mediated by GABAAR
with � subunits. The post-traumatic decrease in SGC tonic GABA
currents occurs simultaneously with unchanged THIP modula-
tion and reduction in SGC sIPSC frequency, indicating that both
decreases in GABAAR � subunits and reduced synaptic spillover
(Glykys and Mody, 2007) may contribute to the decrease. Our
data show that robust tonic GABAergic inhibition is an essential
component of the resting membrane conductance of SGCs, and
suggest that GABAAR conductance may underlie the low input
resistance of SGCs. Post-traumatic increase in SGC excitability,
occurring as a consequence of reduced SGC tonic inhibition, is
consistent with the capacity of shunting inhibitory conductance
to regulate excitability and offset neuronal firing (Brickley et al.,
1996; Mitchell and Silver, 2003). More importantly, tonic inhibi-
tion can contribute to multiplicative scaling of neuronal activity
during noisy physiological synaptic input, as would occur in vivo,
and has been proposed to aid in pattern separation (Mitchell and
Silver, 2003; Silver, 2010). Consequently, post-traumatic de-
crease in tonic inhibition may compromise the ability of SGCs to
participate in input discrimination and contribute to memory
and cognitive disabilities following brain injury. Although de-
crease in tonic inhibition can lower seizure thresholds (Maguire
et al., 2005), granule cell tonic GABA current is enhanced or
unchanged in acquired epilepsy (Zhang et al., 2007; Zhan and
Nadler, 2009; Mtchedlishvili et al., 2010). How enhanced tonic
GABA currents influence seizure thresholds is unclear since,
while increased GABA conductance may limit excitability, depo-
larizing shifts in GABA reversal (Bonislawski et al., 2007; Pathak
et al., 2007) tend to augment excitability. In contrast, cell-specific
postinjury decrease in tonic GABA conductance could enhance
excitability regardless of changes in GABA reversal. Thus, our
data demonstrate that brain injury leads to early and selective
decrease in SGC tonic GABA currents, resulting in post-
traumatic enhancement in SGC excitability, and indicate that
SGCs and tonic GABA currents may contribute to abnormal den-
tate circuit function after brain injury.

In summary, our results have identified intrinsic differences in
inhibitory control of granule cells and semilunar granule cells
that may contribute to functional distinctions between the two
apparently similar dentate projection neurons and, thereby, ex-
tend our fundamental understanding of the dentate circuit in-
volved in working memory. Our study reveals that SGCs are a
potential source of increase in dentate excitability after brain in-
jury, and suggests that SGCs may play a causal role in post-
traumatic epileptogenesis and memory dysfunction that could be
generalized to acquired temporal lobe epilepsy with diverse
etiologies.
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Chadderton P, Margrie TW, Häusser M (2004) Integration of quanta in
cerebellar granule cells during sensory processing. Nature 428:856 – 860.

Cohen AS, Pfister BJ, Schwarzbach E, Grady MS, Goforth PB, Satin LS (2007)

Gupta et al. • Semilunar Granule Cell Hyperexcitability after FPI J. Neurosci., February 15, 2012 • 32(7):2523–2537 • 2535



Injury-induced alterations in CNS electrophysiology. Prog Brain Res
161:143–169.

Cooper DC, Moore SJ, Staff NP, Spruston N (2003) Psychostimulant-
induced plasticity of intrinsic neuronal excitability in ventral subiculum.
J Neurosci 23:9937–9946.

Coulter DA, Rafiq A, Shumate M, Gong QZ, DeLorenzo RJ, Lyeth BG (1996)
Brain injury-induced enhanced limbic epileptogenesis: anatomical and
physiological parallels to an animal model of temporal lobe epilepsy.
Epilepsy Res 26:81–91.

D’Ambrosio R, Fender JS, Fairbanks JP, Simon EA, Born DE, Doyle DL,
Miller JW (2005) Progression from frontal-parietal to mesial-temporal
epilepsy after fluid percussion injury in the rat. Brain 128:174 –188.

Dixon CE, Lyeth BG, Povlishock JT, Findling RL, Hamm RJ, Marmarou A,
Young HF, Hayes RL (1987) A fluid percussion model of experimental
brain injury in the rat. J Neurosurg 67:110 –119.

Farrant M, Nusser Z (2005) Variations on an inhibitory theme: phasic and
tonic activation of GABA(A) receptors. Nat Rev Neurosci 6:215–229.

Földy C, Lee SY, Szabadics J, Neu A, Soltesz I (2007) Cell type-specific gating
of perisomatic inhibition by cholecystokinin. Nat Neurosci
10:1128 –1130.

Glykys J, Mody I (2007) The main source of ambient GABA responsible for
tonic inhibition in the mouse hippocampus. J Physiol 582:1163–1178.

Golarai G, Greenwood AC, Feeney DM, Connor JA (2001) Physiological
and structural evidence for hippocampal involvement in persistent sei-
zure susceptibility after traumatic brain injury. J Neurosci 21:8523– 8537.

Hefft S, Jonas P (2005) Asynchronous GABA release generates long-lasting
inhibition at a hippocampal interneuron-principal neuron synapse. Nat
Neurosci 8:1319 –1328.

Heinemann U, Beck H, Dreier JP, Ficker E, Stabel J, Zhang CL (1992) The
dentate gyrus as a regulated gate for the propagation of epileptiform ac-
tivity. Epilepsy Res [Suppl] 7:273–280.

Herman ST (2002) Epilepsy after brain insult: targeting epileptogenesis.
Neurology 59 [9 Suppl 5]:S21–S26.

Howard AL, Neu A, Morgan RJ, Echegoyen JC, Soltesz I (2007) Opposing
modifications in intrinsic currents and synaptic inputs in post-traumatic
mossy cells: evidence for single-cell homeostasis in a hyperexcitable net-
work. J Neurophysiol 97:2394 –2409.

Hunt RF, Scheff SW, Smith BN (2011) Synaptic reorganization of inhibitory
hilar interneuron circuitry after traumatic brain injury in mice. J Neurosci
31:6880 – 6890.

Jessberger S, Toni N, Clemenson GD Jr, Ray J, Gage FH (2008) Directed
differentiation of hippocampal stem/progenitor cells in the adult brain.
Nat Neurosci 11:888 – 893.

Karalay O, Jessberger S (2011) Translating niche-derived signals into neu-
rogenesis: the function of Prox1 in the adult hippocampus. Cell Cycle
10:2239 –2240.

Kharatishvili I, Pitkänen A (2010) Posttraumatic epilepsy. Curr Opin Neu-
rol 23:183–188.

Kharatishvili I, Nissinen JP, McIntosh TK, Pitkänen A (2006) A model of
posttraumatic epilepsy induced by lateral fluid-percussion brain injury in
rats. Neuroscience 140:685– 697.

Kraushaar U, Jonas P (2000) Efficacy and stability of quantal GABA release
at a hippocampal interneuron-principal neuron synapse. J Neurosci
20:5594 –5607.

Larimer P, Strowbridge BW (2010) Representing information in cell assem-
blies: persistent activity mediated by semilunar granule cells. Nat Neuro-
sci 13:213–222.

Lavado A, Lagutin OV, Chow LM, Baker SJ, Oliver G (2010) Prox1 is re-
quired for granule cell maturation and intermediate progenitor mainte-
nance during brain neurogenesis. PLoS Biol 8:e1000460.

Lowenstein DH (2009) Epilepsy after head injury: an overview. Epilepsia 50
[Suppl 2]:4 –9.

Lowenstein DH, Thomas MJ, Smith DH, McIntosh TK (1992) Selective vul-
nerability of dentate hilar neurons following traumatic brain injury: a
potential mechanistic link between head trauma and disorders of the
hippocampus. J Neurosci 12:4846 – 4853.
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Content:
RATIONALE:
Brain injury is an etiological factor for temporal lobe epilepsy and can lead to memory and cognitive impairments.
Although it has been established that brain injury leads to early and persistent changes in dentate excitability, the
mechanisms underlying these changes are yet to be fully elucidated. In classic dentate projection neurons, granule
cells, tonic GABA currents modulate neuronal excitability and are altered in animal models of epilepsy. However,
whether brain injury leads to early changes in tonic GABA currents in granule cells is not known. Additionally, recent
studies have characterized a novel class of projection neurons, semilunar granule cells (SGC) which, like granule
cells, project to CA3 but have distinctive dendritic structure and physiology (Williams et al., 2007). Since SGCs have
molecular layer axon collaterals and form an alternate dentate output, changes in SGC physiology following brain
injury will influence overall dentate excitability and output. This study examined whether concussive brain injury alters
granule cell and SGC synaptic and tonic GABA currents and SGC excitability. 
METHODS:
This study used lateral fluid percussion injury (FPI) in young adult rats to model brain injury in vivo. Whole-cell patch-
clamp recording data from hippocampal slices in FPI and sham-injured rats were compared. Biocytin
immunocytology was used for post-hoc cell identification. 
RESULTS:
One week after FPI, the amplitude of granule cell tonic GABA currents, measured as the baseline currents blocked
by the GABAa receptor antagonist bicuculline (100 ?M), was significantly increased compared to sham-injured
controls (in pA, CON: 8.4±1.1, n=11; FPI: 20.8±3.4, n=6, p < 0.01). The post-injury increase in granule cell tonic
GABA currents returned to control levels 3 months after injury (in pA, CON: 9.4±3.1, n=6; FPI: 6.5±1.7, n=5, p>
0.05). Recordings from granule cells and SGCs in control rats showed that the two cell types differed in synaptic and
tonic inhibitory current parameters. Spontaneous inhibitory synaptic currents (sIPSCs) in SGCs were smaller in
amplitude but more frequent than in granule cells. The magnitude of tonic GABA currents in SGCs was significantly
larger than in granule cells. The GABAa receptor antagonist, gabazine, enhanced the input resistance of SGCs
indicating that tonic GABA currents contribute to the characteristic low input resistance that distinguishes SGCs
from granule cells. In contrast to granule cells, the amplitude of tonic GABA currents in SGCs from head-injured rats
was reduced one week after FPI. Additionally, after FPI, SGCs showed an increase in input resistance and firing in
response to depolarizing current injections.
CONCLUSIONS:
These data are the first demonstration of early and opposite changes in tonic GABA currents in granule cells and
SGCs after brain injury. Our results show post-injury increase in SGC excitability and suggest that SGCs may
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provide a focus for early dentate hyperexcitability after brain trauma.
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Abstract: Concussive brain injury leads to cellular and synaptic changes in the dentate gyrus

resulting in early dentate hyperexcitability and prolonged increases in epileptogenicity.

While head injury leads to dentate hilar cell loss, granule cells and molecular layer

neurons are relatively spared after brain injury. The molecular layer includes feed-
forward GABAergic interneurons which regulate the dynamic range of granule cell
excitability and a recently characterized class of excitatory neurons, semilunar granule

cells (SGCs). SGCs have persistent firing patterns and molecular layer axon
collaterals (Williams et al., 2007) making them candidates for feed-forward excitation

in the dentate gyrus. Tonic GABA currents which regulate neuronal excitability are

present in granule cells and molecular layer neurons and are known to be altered in

neurological diseases such as epilepsy. This study was conducted to identify changes

in tonic GABA currents in dentate granule cells and molecular layer neurons after

brain injury.

Whole-cell patch clamp recordings were obtained from granule cells and dentate

molecular layer neurons in hippocampal slices from juvenile rats subjected to lateral

fluid percussion injury (FPI) and sham-operated controls (Santhakumar et al., 2001).

The magnitude of tonic GABA currents in granule cells was enhanced one week after

FPI. The selective agonist of GABAA receptors with δ subunits, THIP, caused

similar increases in granule cell tonic GABA currents in both head-injured and control

rats. The early increase in granule cell tonic GABA currents returned to control levels
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three months after injury. In control rats, tonic GABA currents in morphologically

identified SGCs were significantly greater than in granule cells. Tonic GABA currents

in SGCs were enhanced by THIP indicating the contribution of GABAA receptors

containing δ subunits. In contrast to the post-injury changes in granule cells, the
amplitude of tonic GABA currents in SGCs from head-injured rats was significantly

reduced one week after FPI. Additionally, the input resistance and intrinsic

excitability of morphologically and physiologically identified SGCs was enhanced one

week after head injury. Unlike SGCs, the magnitude of tonic GABA currents in

molecular layer interneurons was not decreased after FPI.

The data demonstrate hitherto unknown differences in GABAergic tone between

granule cells and SGCs. The observed post-traumatic decrease tonic GABAergic

conductance and increase in intrinsic excitability of SGCs could contribute to dentate

hyperexcitability after traumatic brain injury.
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Morphologically distinctive dentate projection neurons show unique developmental profile and post-

traumatic plasticity
Elgammal FS, Gupta A, Chika-Nwosuh O, Swietek B, Kella K and Santhakumar V

Moderate forms of concussive brain trauma increase the risk of multiple organic pathologies, including

spontaneously occurring seizures and memory dysfunction. Our investigation of post-traumatic plasticity among
molecular layer neurons, revealed a class of neurons with somata in the inner molecular layer and axonal

projections to CA3, which an earlier study had identified as glutamatergic semilunar granule cells (SGCs),
distinguished from dentate granule cells by morphological and physiological features (Williams et al.,2007). The
most striking morphological difference between SGCs and granule cells is the wide dendritic span of the SGCs

compared to granule cells. Our earlier studies in one month old rats have used this morphological classification to
demonstrate that SGCs receive significantly greater synaptic and tonic GABAergic inhibition compared to

granule cells (Gupta et al., 2012). Likewise, SGCs also receive significantly greater excitatory synaptic inputs
than granule cells. Within a week after concussive brain injury, SGCs and granule cells demonstrate contrasting

changes in inhibitory tone, with a post-injury increase in tonic and synaptic GABA currents in dentate granule
cells as opposed to a decrease in both parameters in SGCs after brain injury. Moreover, intrinsic excitability of

SGCs is enhanced after brain injury (Gupta et al., 2012) which was unique among dentate excitatory neurons.
Interestingly, while the frequency inhibitory synaptic currents in granule cells remained unchanged between one

and four month old uninjured rats, there was a significant decrease in synaptic inhibition in SGCs during the same
time period indicating that SGCs show developmental plasticity into early adulthood. We propose that location
and morphological characteristics contribute, in part, to the differences in synaptic inputs and post-traumatic

plasticity between SGCs and granule cells. Using the open source, L-Measure software we are analysing
morphometric data from 3D Neurolucida reconstructions of a set of SGCs and granule cells recorded during

slice physiology experiments. In addition to the expected differences in somatic size, location, and maximum
dendritic spread we compare several morphometric characteristics of dendrites and axons between SGCs and

granule cells in uninjured brain slices. We find that compared to granule cells, SGCs have a greater total axonal
length with significantly higher branching in the dentate hilus. The implications of SGC morphology to its

distinctive synaptic physiology and post-traumatic and developmental plasticity and network function will be
discussed.
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